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Abstract

This thesis concerns equidistribution problems over totally real fields. Our main result

is extending the work of Khayutin in [Kha17] to prove the joint equidistribution of

CM points on quaternion algebras over totally real fields. To aid further results

in this area, we give a general treatment of the ergodic theory required to prove

equidistribution results of CM points, and some results towards the case of unitary

groups, as well as the Kuga-Sato setting.



Chapter 1

Introduction

Given a measure space (X,µ) and a sequence of finite subsets Sn ⊂ X, we say that

the sequence is equidistributed if the normalised discrete measures on Sn tend in the

weak-* limit to µ. The aim of this thesis is prove equidistribution in a variety of

number theoretic settings over a general totally real base field. This appears to be

the first systematic use of ergodic theoretic ideas over a base field different than Q,

however such extensions are now proving vital in the ongoing work of Andrew Wiles

on modularity. In particular, the original parts of this thesis will be the following (see

Section 1.2 for a more thorough overview and discussion of how the chapters of this

thesis relate and go into the final proofs):

1. Explicate the general ergodic methods of proving equidistribution and joint

equidistribution for a wide class of groups over totally real fields. This method

has been used many times, however the measure theory is always considered in

the case particular to that result - here we treat the general case, and discuss

the scope and limitations of the method. Our hope is that such a general treat-

ment should encourage and allow number theorists to approach equidistribution

problems (in which they should be very interested) without having to each delve

into the detailed ergodic theory and homogeneous dynamics. The main ergodic

result we prove and use here is Theorem 3.6.1.

2. Prove a version of [Kha17] over totally real fields, which proves the joint equidis-

tribution of torus orbits on quaternion algebras over Q. This result in particular

is useful for the work of Wiles, and so it is this that we give the most attention.

See Theorem 2.6.5, which is restated and proven as Theorem 8.2.2.

3. Discussion of possibilities for proving further cases of equidistribution. In par-

ticular, we develop much of the background needed in the case of unitary groups,
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which is also important for number theoretic applications. There are, however,

some fundamental obstacles in this case which we hope to illuminate, in order

that people may be motivated to work on these obstructions.

4. Informal discussion of some ideas that we think may be important in future

work on equidistribution but have not had time or space to implement. This

includes a more automorphic perspective on the ergodic method, which may be

useful motivationally for future results.

1.1 Methods of Proof of Equidistribution

There are two parallel schools in proving arithmetic equidistribution problems. The

first (see for example [Lin68; CU05; Ein+06; MV06; EMV10]) began with Linnik

and his ergodic method of proving equidistribution of integer points on spheres and a

number of related problems. The second begins with Weyl’s equidistribution criterion,

and perhaps is typified by Duke’s proof of (a stronger version of) Linnik’s Theorem

via the theory of automorphic forms (see [Duk88; DS90; Zha05; BB20]).

While the second method became the fashionable method of proving equidistribu-

tion, and proves stronger results, the input required is often very difficult to establish

(for example Waldspurger’s formula [Wal85]), and the method has some serious ana-

lytical barriers in further generality (often GRH is assumed in modern applications).

On the other hand, while the results of an ergodic argument are often slightly weaker

(they are ineffective and require certain splitting conditions), they can often get off

the ground with less input (e.g. subconvexity or Brauer-Siegel). To demonstrate this,

we consider the problem of equidistribution of points on spheres.

In Duke’s approach, the collection of integer points are weighted against arbitrary

functions in L2(S2) to produce Weyl sums. These are then recognised (by work origi-

nating in Maass, see [DS90]) as the Fourier coefficients of modular forms, specifically

theta series, which can in turn be estimated by work of Iwaniec extended by Duke.

In Linnik’s approach, he constructs an action of a class group on the set of integer

points and considers the dynamics of this action. Essentially the key input is his Basic

Lemma (see [EMV10, Prop. 2.11] and [WY22]), in which he proves that trajectories

under this action do not correlate with each other, and stay relatively separated. To

prove this, he translates the problem into one of counting quadratic forms that embed

into Z3, and tackles this with Siegel’s Formula for embedding numbers of quadratic

forms (this form of Linnik’s argument was first explicated in [EMV10]). Interestingly,

this input is essentially automorphic, and concerns the Fourier coefficients of genus 2
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Siegel modular forms. In a loose sense, therefore, the ergodic method can be seen as

a way of producing bounds on many Fourier coefficients for genus 1 (i.e. ordinary)

modular forms from easier bounds on a smaller collection of genus 2 Siegel modular

forms. Reinterpreted, the method of Linnik is now often referred to as the high

entropy method, which uses similar ideas to prove that the correlation between two

torus orbits on homogeneous spaces are reasonably small, thus giving traction to

general measure theoretic results (see [EL08]).

More recently, these ideas have been applied more generally, but one particular

difficulty recurs in many cases. These problems are rephrased as equidistribution on

an algebraic group of some kind, and intermediate groups between the torus and the

whole group can be a barrier to equidistribution - essentially the points of interest can

accumulate around Hecke subvarieties. In a pair of papers [Kha17; Kha19b], Khayutin

has tackled two cases of joint equidistribution (where the pairs of an integer point and

a fixed translate of it are shown to equidistribute over the product) via a new method

of bounding the correlation between torus orbits and Hecke orbits, so as to remove

the obstacle of intermediate subgroups. A crucial point which allows the success of

such results is the following: joinings of measures are extremely well understood, and

completely algebraic. This differs from the single equidistribution case where we may

have extremely non-algebraic measures on subvarieties - these non-algebraic measures

are really the main obstacle to extending these methods.

The correlations to be bounded in the works of Khayutin are defined as certain

integrals over adelic groups. In the case of joint equidistribution on quaternion alge-

bras, these integrals are bounded in an intricate argument via sieve theory, and in the

case of Kuga-Sato varieties they are related to Hecke L-functions and bounded using

subconvexity. In both cases, the translation from correlations to quantities amenable

to analysis by sieve theory or subconvexity are reasonably ad hoc using explicit co-

ordinates and invariant maps (see Sections 2.4 and 6.1.4) available in each situation.

We can summarise this method as follows:

Correlations Explicit Sums

Bounds

Coordinates

Sieves/Subconvexity

Our method follows that of Khayutin, which we view abstractly as follows. Given

G acting on another linear algebraic group H, we form G ⋉ H which has two com-
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muting left G-actions on it: the first is the diagonal g · (l, h) = (gl, gh) and the second

is g ∗ (l, h) = (lg−1, h).1

Now, the correlations between torus orbits and the diagonal can be rephrased as

a counting problem on

G \ (G⋉H)/T = T \H

i.e. the orbit space of T acting on H. In fact, we need to understand the action of

the integral elements of the torus T on H. To do this, we lift the problem to the Lie

algebra. By decomposing Lie(H) into representations of the torus T , we get good

representatives for the orbits T \ H. For example in the Kuga-Sato setting this is

simply the action of the norm 1 elements of a CM field E on the vector space E.

Counting orbits on the Lie algebra leads to a sum of multiplicative functions on

bounded sets of integral elements of CM fields, which are then approached by analytic

means (sieve theory in the joint case, Hecke L-functions in the Kuga-Sato case). Our

eventual hope, however, is that these sums may be recast in an automorphic way

themselves. Since we have an action of a torus on a linear space and are integrating

over this action against a test function, there is a hope this may arise from some

kind of theta correspondence (and in fact in the Kuga-Sato setting this does occur).

Diagrammatically, our aim is to reach the necessary bounds via the lower route:

Correlations Explicit Sums

Automorphic Periods Bounds

Coordinates

Theta Functions/
Spectral Expansion Sieves/Subconvexity

Analytic Theory

Note that it may be that the bounds required from the automorphic periods could

well be proven by methods of sieve theory or subconvexity, however the applicability

of these to problems in automorphic forms is a very well-understood field and it would

be of significant advantage to know an automorphic replacement for the explicit sums.

This is, however, just philosophy, and we now proceed with the concrete task at hand.

1.2 Outline of Thesis

Here, we will outline the sections of this thesis.

Section 1: This outlines the setting of the thesis, historical approaches, and our

results.

1To see the joint CM case in this framework, consider G = G∆ < G×G as the diagonal subgroup
and H = G × {e} < G × G. Then the joint CM problem comes from the above problem with the
action of G on H by conjugation.
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Section 2: This gives the formal statement of the problems that we consider,

defines the notation, and states the various collections of assumptions we will assume.

It also sets out the specific cases (Kuga-Sato varieties and joint equidistribution over

quaternion algebras, unitary groups) to which the general theory will be applied later

in the work. Furthermore, it will discuss algebraic tori, and prove necessary results

on their embeddings into algebraic groups.

Section 3: Here, we will cover the ergodic background and results needed. The

main aim of the section is to reduce questions of equidistribution to an explicit bound

on correlations (as well as discuss the issue of intermediate subgroups). For the most

part, this background is contained amongst other references in specific cases, however

we aim here for generality and applicability, and highlight some adjustments necessary

for our results.

Section 4: This short section will prove required volume formulae for toral and

Hecke homogeneous sets.

Section 5: This section informally discusses a different approach to mixing that

appeared in the original papers on the subject ([EMV10]). It is not necessary for our

final results.

Section 6: This section will develop the geometric expansion of the correlation.

In the case of mixing, we then reduce this expansion to a form more amenable to

analytic methods. This follows the method of [Kha17] closely, however some essential

adjustments are required in our more general set-up.

Section 7: In this section, we prove the necessary analytic results to apply to the

case of joint equidistribution for totally real fields, which includes a version of the

Van der Corput result on points in ellipses and sieve theory developed over the adeles.

Both of these results appear to be new.

Section 8: Finally, we will bring together the previous sections to deduce new

cases of equidistribution.

Appendices: These are simply adjustments/summaries of the appendices of [Kha17],

to which no essential change is required.

1.3 Notation

1. For a number field L, let ΣL denote the set of places of L. For a fixed set

of primes S of Q, let ΣL,S denote the primes of L which lie above a prime in

S. Unless otherwise stated, F denotes a totally real number field, and K,E

denote quadratic CM (i.e. totally imaginary) extensions of F , and M denotes
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an arbitrary CM extension of F , and d = [F : Q]. We use the notation σ(·) for
the action of σ ∈ Gal

(
F/F

)
. For a set of places S, we often write S∞ := S∪∞

which is the set consisting of all places in S and all Archimedean places.

2. For any set or product, A, indexed over primes of L, denote by AT
S the fi-

bre/product (possibly restricted product if S is infinite) over the places of

S \ T , and Af refers to the restricted product of finite places. For exam-

ple (F∞)× = A×
F,f is the finite ideles, and F∞ = F ⊗Q R =

∏
ν|∞ Fν is the

Archimedean adeles.

3. Let G be an simple algebraic group defined over a number field F and let

G = ResF/QG which is a Q-simple algebraic group. We define Gspl to be the

split form of G, and will often abuse notation by using Gspl to denote this

unique isomorphism class over fields other than F , for example over Q or Qp.

For (x, y) ∈ G2, define the contraction ctr((x, y)) := x−1y.

4. For a prime ν of F , let gν denote the Lie algebra associated to GFν , which is an

Fν-vector space.

5. K =
∏

ν∈ΣF
Kν =

∏
υ∈ΣQ

Kυ a compact subgroup of G(AQ) = G(AF ), where the

factors at finite places are maximal at almost all places. When we have chosen

G such that G(F∞) is compact, we often assume that K∞ = G(Q∞), however

it may also be a maximal compact torus.

6. Let S be a finite set of finite places of Q such that G is split at each place in S.

Almost always, this is chosen such that the class group

G(Q) \G(AS∞
Q )/KS∞

is trivial, and so there is a canonical isomorphism

G(Q) \G(AQ)/K
∼−→ G(Q) ∩ K \G(QS) =: X.

By the assumption that G is split at each place υ ∈ S, we see that the field F

must split completely over υ, and

GQυ
∼=
(
Gspl

)d
.

We will often write equality here, where it is understood that we pick a bijection

now, and stick with it throughout. We will write G := G(QS).
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7. For each place ν ∈ ΣF dividing S, pick a finite index subgroup, Aν < Gν , of

a maximal Fν-split torus and let A =
∏

ν|S Aν . By the rank of A we mean

|S|rank(G). A acts on X on the right.

8. For a metric group, G, and ϵ > 0, we denote by BG
ϵ the open ball of radius ϵ

centred at the identity of G. If G acts on a set X, and x ∈ X, then BG
ϵ (x) :=

BG
ϵ · x.

14



Chapter 2

Equidistribution Problems and
Tori

2.1 Problem Statements

Let G be a semi-simple algebraic group defined over a number field F . Let V be a

finite dimensional F -linear representation1 of G with no trivial summand (meaning

no positive dimension summand on which G acts trivially). Define the semi-direct

product,

P := G⋉ V,

where (g, u) · (h, v) = (gh, u + gv). Choose a level structure, given by a compact

subgroup K = KG ⋉KV ⊂ P (AF ) satisfying

K =
∏
ν∈ΣF

Kν ,

where ΣF := {places of F}, for ν ∤ ∞, Kν is an open compact subgroup (maximal at

almost all places).

The main object of interest (although it will soon be left behind in favour of a

S-adic, and eventually fully adelic, covering space) is the double quotient

XK := P (F ) \ P (AF )/K.

This comes with a natural measure, coming from the Haar measure on P (AF ). In the

case that the quotient is discrete, the double coset of (g, v) is given a mass inversely

proportional to the size of G(F ) ∩ (g, v)K(g, v)−1. We mention a few specific cases:

1In many cases of interest the representation V will be zero.
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• Suppose V = 0. If G(F∞) is compact, then XK is a finite collection of points

when K∞ is chosen to be maximal. This case is very similar to the construction

of the class group of an algebraic torus, and in fact the collection of points is

often referred to as the class set of that semi-simple algebraic group. Otherwise,

XK is a compact (possibly disconnected) real manifold.

– For G = PH×, the projective Hamiltonians over Q, XK will be a disjoint

union of (possibly finite quotients of) the unit sphere S2 if K∞ is a maximal

compact torus. If K∞ = G(R), we get the finite set of points indexing the

connected components of the previous space.

– For the projective group of units of an arbitrary definite quaternion alge-

bra, the above point is replaced by the surfaces of constant norm for the

quadratic form associated to the quaternion algebra (e.g. ellipsoids over R
for definite quaternion algebras over Q).

• If V = 0 but G(F∞) is no longer assumed to be compact, then XK is a finite

collection of real manifolds.

– When G = SL2(Q), we get the modular curve, a quotient of the upper half

plane by a congruence subgroup. This is a moduli space of elliptic curves.

– For G = SL2(F ) for F a totally real field, we get a Hilbert modular curve.

This is a moduli space of abelian varieties with real multiplication.

• When V ̸= 0, we get a space which fibres over the corresponding space with

V = 0, and the fibres are real tori (quotients Rn/L for a lattice L ⊂ Rn).

– For example, the Kuga-Sato variety corresponds to G = SL2 and V = G2
a

with the natural left action of SL2. The space XK corresponds to a moduli

space of elliptic curves (this is the related space with V = 0) along with a

complex point of that elliptic curve (which corresponds to a point on the

real torus mentioned above). This is also known as the universal elliptic

curve.

The equidistribution problem that concerns us is related to anisotropic maximal

tori contained in G. Let Ti ≤ G be a sequence of anisotropic tori in G with maximal

rank, and ξi = (gi, vi) ∈ P (AF ) be a sequence of adelic points of P . Then the image

of the composition

Ti(AF )ξi ↪→ P (AF ) → XK
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is a subset of XK. For a subgroup Ti ≤ Ti(AF ), we denote by JTiξiK the image of Tiξi

in XK.

Question 2.1.1. Under what conditions does a sequence (JTiξiK)
∞
i=1 ⊂ XK equidis-

tribute over XK?

This is the first question which is interesting in the problem of equidistribution

of torus orbits - we will call this the question of single equidistribution. Often, when

V ̸= 0, we will refer to this as the Kuga-Sato case. There is a second, related

question, which we call joint equidistribution. Briefly, we note that the reason we take

anisotropic tori is that for a torus to have a finite invariant measure on T (F )\T (AF ),

it must be that T has no F -characters (by Theorem 5.5 of [PR94] for example), and

so is anisotropic. Therefore the only possible invariant probability measures on tori

come from the anisotropic ones.

In dynamics and ergodic theory, a natural second question to consider after an

equidistribution statement is a mixing statement. Equidistribution tells us that the

orbits in question spread out to cover the space, however the action may not separate

nearby points (therefore not mix together far away points, hence the name mixing).

This dynamical consideration led Michel and Venkatesh in their ICM talk [MV06] to

ask about the mixing properties in this arithmetic setting. This is what we call the

joint equidistribution question below. In this setting, we consider the product P ×P ,
which contains the diagonally embedded torus T∆

i ⊂ P × P .

Question 2.1.2. Take a sequence (JTiξiK)
∞
i=1 as before, and for each i, an element si ∈

Ti(AF ). Under what conditions does the sequence
(
JT ∆

i (ξi, siξi)K
)∞
i=1

equidistribute in

XK ×XK?

It may seem that when V ̸= 0, the single equidistribution case looks more like the

joint equidistribution case, however we have divided them like this due to a crucially

important difference. In the single equidistribution case, the torus acting is maximal

in the ambient group P , however in the joint equidistribution case the torus has

half-maximal rank in P × P !

Now, we wish to show how these questions can, in some cases, be seen as questions

related to toric orbits on quotients of S-adic spaces. Moving between adelic statements

and S-adic statements is a common procedure, so we will not spell out all the details.

The issue is that XK doesn’t have a well-defined action on it by the group Ti.

A common strategy to fix such a problem is to find a covering space of XK and a
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subgroup of Ti such that there is an action of the subgroup on the covering space. To

do this, we remove the factors of the maximal compact that lie in specific places.

First, to apply results that we wish to use later on, we will replace all the groups

by their restriction of scalars to Q. Thus, we define

G := ResF/QG

V := ResF/QV

P := G⋉V

Ti := ResF/QTi.

Also, since G(AQ) = G(AF ), and likewise other formulae, we can consider K ⊂ G(AQ)

which is now a product over the places of Q. We now pick a finite collection of finite

places S such that G splits over S, or equivalently, G splits at all places of F lying

above S. Furthermore, we choose for convenience a set of places large enough such

that ∣∣G(Q) \G(AS∞
Q )/KS∞∣∣ = 1,

which can always be done (by finiteness of the class set for semi-simple groups). The

consequence of this is that we have maps

G(Q) ∩ KS \G(QS∞)/K∞
∼−→ G(Q) \G(AQ)/KS.

In fact this can be easily upgraded to the group P using strong approximation on Ga.

That is, we get

XK,S := P(Q) ∩ KS \ P(QS∞)/K∞
∼−→ P(Q) \ P(AQ)/KS ↠ XK.

The advantage of removing the S-adic places of K is that now P(QS) acts on the

right of the larger space (this is in fact the crucial starting point for the entire ergodic

method - we are now in the world on dynamics). Now let’s consider the sets JTiξiK ⊂
XK. We can still consider the subgroup Ti ⊂ Ti(AQ) and consequently the image

of Tiξi inside P(Q) \ P(AQ)/KS, which we now call [Tiξi]S, which will inherit a right

action ξ−1
i,S (Ti ∩ Ti(QS)) ξi,S. Recall that ξi,S =

∏
ν∈S ξi,ν is the S-adic component of

ξi.

To connect with homogeneous dynamics, we assume that all of the Ti are split at

the places of S, and that ξ−1
i,S (Ti ∩ Ti(QS)) ξi,S is a finite index subgroup of a fixed

maximal split torus. Consequently, the sets [Tiξi]S on XK,S are ‘packets’ of a finite

number of orbits of a maximal split S-adic torus.
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Question 2.1.3. Under what conditions does a sequence ([Tiξi]S)
∞
i=1 ⊂ XK,S equidis-

tribute over XK,S?

This is now a question of orbits of tori on quotients of S-adic groups by lattices. In

fact, we will see, via a standard procedure, in Section 3.3.2, that we can even consider

the fully adelic question on [G(A)] := G(Q) \ G(A) and [P(A)] := P(Q) \ P(A). On

this space, we again have an image of Tiξi which we denote [Tiξi].

2.2 Specific Cases and their Tori

The cases of interest to us in this thesis are the following:

Case I: Quaternion Algebras

We consider the equidistribution of toric orbits in definite quaternion algebras over

totally real fields. Let B/F be a quaternion algebra over a totally real field such that

for every real place ν ∈ ΣF,∞,

B ⊗F Fν
∼= H,

where H is the real non-split quaternion algebra (Hamilton’s quaternions). In this

case, in the notation of Section 2.1, we let G = B×/F× = PB× be the algebraic

group over F corresponding to the projective group of units of B. The set of real

points of this group is compact. We will not prove anything concerning this case,

since equidistribution in the single quaternion algebra case is known over an arbitrary

number field (see [Ein+07, Theorem 4.6]), however we will discuss the ergodic method

of proving such a theorem and the obstructions to doing this in more general cases.

Case II: Joint Equidistribution

We also consider the joint equidistribution problem in the setting above. The most

significant contribution of this thesis is to extend the result of [Kha17] for quaternion

algebras over Q to the case of totally real fields.

Case III: Kuga-Sato Varieties

In this setting, we again work over a totally real field. We will often consider the

completely general case here, where possible. However we will also often setG = SL2,F

and V = G2
a,F with the usual action of G on it. This is to generalise [Kha19b].
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Case IV: Unitary Groups

Another case of interest, although one where we will be able to achieve significantly

less, is the case of definite unitary groups over totally real fields. Eventually, we are

interested in both the single and joint equidistribution questions in this setting.

Let F be a totally real algebraic number field, and let (K, τ) be a CM type

consisting of a CM field K quadratic over F and a complex representation τ of K

such that τ⊕τ is isomorphic to the regular representation of K/Q. Thus τ consists of

a collection {τσ}σ∈ΣF,∞
where τσ is a complex embedding of K extending σ : F → R.

Let r ≥ 2, and choose a positive definite Hermitian space (V, ⟨·, ·⟩) of dimension r

over K. After choosing a basis, this corresponds to a Hermitian matrix J ∈ GLr(K)

such that for each σ ∈ ΣF,∞, τσ(J) ∈ GLr(C) is positive definite.

Then we get algebraic groups over F defined by

G̃(R) =
{
α ∈ GLK⊗FR(V )|⟨αv, αw⟩ = ν(α)⟨v, w⟩,∀v, w ∈ V, with ν(α) ∈ R×}

G(R) =
{
α ∈ G̃(R)|ν(α) = 1

}
PG(R) = G̃(R)/(K ⊗F R)

×

Respectively, these have rank r + 1, r, r − 1 over F . They are considered as closed

subgroups of ResK/FGLr,K×GL1,F ,ResK/FGLr,K , and ResK/FPGLr,K respectively via

the chosen basis, using the conjugate transpose α 7→ α† using the complex conjugation

on K/F (often we will lazily drop the restriction of scalars here and state for example

that G ≤ GLr,K). Indeed, we find that

G̃(F ) =
{
α ∈ GLr(K) : α†Jα = ν(α)J, with ν(α) ∈ F×}

G(F ) =
{
α ∈ GLr(K) : α†Jα = J

}
PG(F ) = G̃(F )/K×

An important property of the unitary group defined above is that it splits over

the field K. Indeed, for any R ⊃ K,

GLK⊗FR(V ⊗F R)
∼−→ GLR(V ⊗K R)×GLR(V ⊗K R)

Under this isomorphism, the image of G̃(R) is{
(A,B) : BTJA = νJ,ATJB = νJ

}
.

Since A, ν uniquely determine B, we see that projection onto the first factor, along

with recording the value of ν, gives an isomorphism

G̃K
∼−→ GLr,K ×GL1,K .
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Furthermore, the involution of GLr,K × GL1,K which fixes G̃(F ) ⊂ G̃(K) = G̃K(K)

is given by

(A, ν) 7→ (νJ−1(A†)−1J, ν).

2.2.1 Maximal Tori

As mentioned in Section 2.1, we are interested in the anisotropic maximal tori con-

tained in G. In the study of algebraic tori, the following result is indispensable.

Theorem 2.2.1 ([Ono61]). There is an equivalence of categories between tori defined

over F and split over L (for L a finite Galois extension of F ) and the category

of finitely generated Z-torsion-free Z [Gal (L/F )]-modules. This equivalence sends

T 7→ T̂ where T̂ is the abelian group of characters of T defined over L.

In particular, the Z-rank of the Galois module, T̂ , in Theorem 2.2.1 corresponds

to the dimension of the torus T . Therefore, in Cases I-III, since the tori we consider

are dimension 1, they correspond to one of two cases:

1. The module Z with the trivial Galois action, so T ∼= Gm,F . However this is not

anisotropic.

2. The module Z with a non-trivial action of some Gal (E/F ). Since any non-

trivial action is simply surjective onto Aut(Z) = {±1}, we may assume that E

is a CM quadratic extension of F (it must be CM so that the points at infinity

are compact), and

T ∼= ResE/F (Gm,E) /Gm,F , (2.1)

where Res refers to the restriction of scalars. If, instead of the adjoint (pro-

jective) group, we use the simply connected group of norm one elements in B,

then the tori will be Res1Gm,E where Res1 denotes the norm 1 subgroup.

The first case is not anisotropic (as we require), and so can be discarded, and therefore

all tori that we consider in (the projective versions of) Cases I-III are of the form (2.1).

In fact, we can say something stronger:

Proposition 2.2.2. Let T be an anisotropic maximal F -rational algebraic torus in

any of B×, B(1) or PB×. Then there is a CM extension E/F and an F -algebra

embedding f : E ↪→ B such that f induces an isomorphism of T with E×, E1 or

E×/F× respectively.
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Proof. Let T̃ be either T, F×T , or π−1(T ) respectively (where π : B× → PB× is the

quotient by scalars map). Then T̃ ≤ B× is a maximal torus. Let C = CB(T̃ ) be the

F -subalgebra of B centralising T̃ . By extending to F , we see that T̃ is conjugate to

the diagonal torus in M2(F ), and so CF
∼= F × F , and C/F is a 2-dimensional etale

algebra. Therefore C = E for a quadratic extension E/F , or C = F × F . In the

latter case, however, T is F -split.

The tori in Case IV are slightly harder to identify, but the same approach works.

Proposition 2.2.3. The anisotropic tori in PG are all constructed by taking a prod-

uct of CM fields M =
⊕s

i=1Mi each containing K with total degree [M : K] = r and

a K-linear embedding M → EndK(V ). The corresponding torus is isomorphic to

Ker
(
NM/M+ : ResM/FGm,M → ResM+/FGm,M+/Gm

)
/ResK/FGm,

where M+ =
∏s

i=1M
+
i is the product of the maximal totally real subfields M+

i ≤Mi.

Likewise in the case of G̃ the tori are

Ker
(
NM/M+ : ResM/FGm,M → ResM+/FGm,M+/Gm

)
and in G the tori are

Ker
(
NM/M+ : ResM/FGm,M → ResM+/FGm,M+

)
.

Proof. Consider T ⊂ PG, and its preimage T̃ ⊂ G̃. Then since we have2 G̃ ⊂
GLr,K × GL1,K ⊂ EndK(V ) × K, we can consider C := CEndK(V )

(
π1T̃

)
(where π1

is the projection onto the first factor) which is a K-subalgebra of EndK(V ). By

extending scalars to K, the algebraic closure of K, we can see that π1(T̃K) can be

written as the set of diagonal matrices embedded diagonally into the product

EndK(VK)× EndK(VK)

and therefore C ⊗F K ∼= K
2r
. Thus C is a K-algebra that is etale over F . Further-

more, it contains a copy of K which acts invertibly on C (the scalar matrices), so is

an etale K-algebra. Therefore, we have

C ∼=
s∏

i=1

Mi,

2As mentioned previously, we often drop restriction of scalars to ease readability: in fact G̃ ≤
ResK/FGLr,K × ResK/FGL1,K .
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where Mi is a finite separable field extension of K for each i = 1, ..., s, and

s∑
i=1

[Mi : K] = r.

Therefore,

T ⊂

(
s∏

i=1

ResMi/FGm,Mi

)
/ResK/FGm,K . (2.2)

The character lattice for
∏s

i=1ResMi/FGm,Mi
is given by

Λ :=
s⊕

i=1

Z
[
HomF (Mi, F )

]
,

with the natural Gal
(
F/F

)
-action. This comes with a surjective evaluation map,

evK : Λ → ̂ResK/FGm,K

given by the sum of the evaluation maps on each factor (sending
∑

σ:Mi→F aσσ 7→∑
σ aσσ|K). Therefore, equation (2.2) corresponds to the fact that T̂ is a quotient of

ker(ev), with rank r− 1 and no real characters (since the real points of the torus are

compact). Therefore, all the characters in ker(ev) which are defined over R must be

in the kernel of the quotient map. These are

ker(ev) ∩
s⊕

i=1

Z
[
σ + σ : σ ∈ HomF (Li, F )

]
which has rank r−1. Since ker(ev) has rank 2r−2, these must be precisely the kernel

of the quotient map. It is easy to see that the resulting Galois representation is the

character lattice of

Ker

(
s⊕

i=1

ResMi/FGm,Mi
→

(
s⊕

i=1

ResM+
i /FGm,M+

i

)
/Gm

)
/ResK/FGm.

as required.

This may not immediately match our expectation that the quaternion algebra

case is simply the unitary case with r = 2, until we notice that in that case M will

be Galois with Galois group Z/2× Z/2 and we have a diagram of fields

K M

E

F M+
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where E is another quadratic CM extension of F , and then the inclusion E ↪→ M

gives an isogeny of F -rational tori between Gm,E/Gm,F as given previously for the

quaternion algebra case and the one described in Proposition 2.2.3. This is a low-

dimensional ‘accidental isomorphism’, and in fact we can see that that for r ≥ 3 no

such accident can occur.

Proposition 2.2.4. Let T be a torus as in the previous Proposition, where we assume

for convenience that M is a single CM field, Galois over K. Then when r ≥ 3, the

splitting field of T is M gal, the Galois closure of M .

Proof. If we fix an embedding f1 : M → F , let {f1, ..., fr} be the set of F -linear

embeddings M → F agreeing with f1 on K. Then, we may check that the Galois

representation on the dual lattice for T can be written explicitly as

Gal(M gal/F ) → Aut

(⊕
1≤i≤r

Zfi

)tr=0


where the action is given by on a basis {fi − f1 : 2 ≤ i ≤ r} by

σ · (fi − f1) = (σ ◦ fi − f1)− (σ ◦ f1 − f1),∀σ ∈ Gal (M/K)

τ · (fi − f1) = −(fi − f1)

where τ is the complex conjugation in Gal(M gal/F ). We see that for σ ∈ Gal
(
M gal/K

)
to act trivially, it must preserve fi for all i, and so is trivial. If τσ ∈ Gal

(
M gal/F

)
acts trivially, then it must be the case that σf0 = fi, σfi = f0 for all 2 ≤ i ≤ r.

Clearly this is only possible if r = 2.

We must also identify the possible rational linear representations of tori. This

is because when we consider the Kuga-Sato setting of P = G ⋉ V with a maximal

rational anisotropic torus T ≤ G, this makes V into such a rational representation of

the torus. When approaching correlations in this setting we will be able to decompose

V into irreducible representations. In general, this is also useful for the identification

of ‘explicit coordinates’ since, as explained in Section 2.4, these coordinates are really

computed via a decomposition of the Lie algebra ofH into representations of T . Recall

that for the action of the Galois group, we use σ(·). The following is well-known:

Proposition 2.2.5. There is a bijection between the set of irreducible rational rep-

resentations V of a torus T and the Galois orbits in T̂.
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Proof. Given a representation V of T, passing to Q-points we can diagonalise

V
(
Q
)
=
⊕
χ∈T̂

Vχ

where for x ∈ Vχ, t · x = χ(t)x. Therefore for any σ ∈ Gal
(
Q/Q

)
,

t · σx = σ
(
σ−1

t · x
)
= (σ · χ)(t) σ(x),

i.e. σ (Vχ) = Vσ·χ where the action of σ on T̂ is given by χ 7→ σ ◦ χ ◦ σ−1.

Conversely, given any Galois-fixed multiset, Σ, of points in T̂, we take V =⊕
χ∈Σ Vχ with the natural T

(
Q
)
-action, and define an alternative Galois action on

this via

σ ∗ (x, χ) := (σx, σ · χ) .

A short computation verifies that this action satisfies

σ ∗ (t · x) = σt · (σ ∗ (x))

which implies that the fixed points of the ∗-Galois action give a Q-rational represen-

tation of T. These two processes are inverses to each other and clearly irreducible

representations are sent to multisets consisting of a single Galois orbit with multiplic-

ity 1.

Clearly this result also applies to a different number field as the base field instead

of Q. Considering the analysis above, we have a few possible scenarios:

1. For P = G ⋉ V with G = ResSL2,F and V the restriction of scalars of an F -

linear representation of SL2,F , we see that the anisotropic tori Res
1
E/FGm,E with

character group

T̂ = Z

and non-trivial Galois action via Gal (E/F ), we see that the Galois-orbits are

{0} , {χn ⊕ χn} for any n ≥ 1. The first gives the trivial F -linear representation.

The second gives the 2 dimensional F -linear representation of T on E via t ·x =

tnx. Thus V restricts to a sum of these irreducible T-representations over F .

2. If we were to look at P = G⋉ V with G = PG as in case IV, the analysis is a

little more complicated. Firstly, we can assume that the representation is not

induced from a representation of the torus constructed in the same way on some

CM subfield L ≤M containing K. This reduces us to considering Galois orbits

on T̂ such that Gal
(
M gal/K

)
acts faithfully.

25



Proposition 2.2.6. Suppose that V is an irreducible F -linear representation of T , a

torus in PG as above. Then, either V is the trivial representation, or there is a CM

field K ≤ L ≤M gal such that V (F ) = L, and for some ai ∈ Z, the action of T on F

points is given by

m · x =
∏

1≤i≤r

fi(m)aix ∈ L

where {fi : 1 ≤ i ≤ r} = HomF (M,F ), and
∑

i ai = 0.

Proof. Let

v =
∑
1≤i≤r

aifi

satisfy
∑

i ai = 0. Let f : Gal
(
M gal/F

)
→ Aut(

⊕
1≤i≤r Zf tr=0

i ). We will write σ(i)

for the index of σ ◦ fi for any σ ∈ Gal
(
M gal/K

)
. First note that unless v = 0, the

complex conjugation τ is never in the stabiliser of v.

As a simple case, if the stabiliser of v in Gal(M gal/F ) is trivial, then the corre-

sponding irreducible representation is given on F -points by the action of MN∈F/K×

on M gal via

m · x =
∏
i

fi(m)aix.

This is well-defined since for ζ ∈ K×, the product of embeddings
∏

i fi(k) is identically

1.

Consider the extension L/F contained inM gal corresponding to Stab(v) ≤ Gal
(
M gal/K

)
.

We divide into two possible cases.

Firstly, suppose that K ≤ L, then by the definition of the Galois action on the

character lattice, we see that ∏
i

fi(m)ai ∈ L,

and therefore the representation of the torus is given by the F -vector space L with

the action of m as above.

Secondly, suppose that K ̸≤ L. We know that τ |L ̸= 1, i.e. L is not totally real.

Then for σ ∈ Gal
(
M gal/L

)
,

σ(∏
i

fi(m)ai

)
=

{∏
i fi(m)ai , if σ|K = 1,

τ (
∏

i fi(m)ai) , o/w .

This implies that ∏
i

fi(m)ai ∈ KL+

and therefore the representation is given by KL+.
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2.3 Open Compact Subgroups and Associated Or-

ders

In order to normalise the following results (e.g. normalise integrals correctly etc), we

need to choose suitable open compact subgroups inside G(A∞
F ), and compact identity

neighbourhoods at the infinite places.

2.3.1 Quaternionic Case

Recall that we have a quaternion algebra B/F (which we treat as a functor B(R) =

B ⊗F R for an F -algebra R). Let O be a maximal OF -order in the rational points

B(F ), and we formed the F -algebraic group G = PB×. Then we define compact

open subgroups Kν < G(Fν) for each ν ∈ Σ∞
F as the image of O×

ν in G(Fν), where

Oν = O ⊗OF
OFν is the ν-adic local order in B(Fν) associated to O by localisation.

We also fix a maximal compact torus Kν < G(Fν) for each ν|∞. At each place,

we can choose an isomorphism

Bν = H or M2(Fν),

and in the latter case we can furthermore assume that the compact torus Kν corre-

sponds to PSO2(Fν). If Bν = H, then define the compact subset

Oν = {x ∈ H : Nr(x) ≤ 1} ⊂ Bν

Then O×
ν = H1, which is compact, but not an identity neighbourhood. Thus we also

consider a thickening of this given by

Ω̃ν :=

{
x ∈ H× :

1

4
≤ Nr(x) ≤ 4

}
.

If Bν = M2(Fν), we define analogous objects using a different norm. Let ||A||∞ =

sup0̸=v∈F 2
ν

|Av|
|v| be the operator norm, and then define

Oν := {A : ||A||ν ≤ 1}

O×
ν := {A : ||A||ν = 1, det(A) > 0} = SO2(Fν)

Ω̃ν :=
{
A : |det(A)| > 0, ||A±1||ν ≤ 2

}
.

Notice that at the infinite places, when Bν is split dimF O×
ν = 1, whereas when

Bν is non-split dimF O×
ν = 3.

Now, we can associate to a homogeneous toral set (in either the simply connected

or adjoint case) an order in the following way. Let [T g] be a homogeneous toral
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set, where T ≤ T (AF ) is a finite index subgroup for T ≤ G an anisotropic maximal

torus, and g ∈ G(AF ). In Section 2.2.1, we associated to such a T ≤ G an F -algebra

embedding E → B, and we identify E with its image under this embedding.

Definition 2.3.1. For each place ν of F , let

Λν = Eν ∩ gνOνg
−1
ν .

For almost all ν this is equal to Eν ∩Oν which comes from the global embedding

E → B. Therefore for almost all such ν, Λν = (E ∩ O)ν ⊂ Eν is the maximal order.

Therefore, we can make the definition

Λ :=
⋂
ν∤∞

Λν ⊂ E

which is an OF -order of E.

2.3.2 Unitary Case

Similarly, consider a maximal OK-order O ⊂ EndK(V ) which is preserved by the

involution defining G. Then for each p we can take the localisation Op ⊂ EndK(V ),

and therefore we get the open compact subgroup O×
p ⊂ AutK(V ). This gives open

compacts K for each of G̃(A∞
F ), G(A∞

F ) and PG(A∞
F ).

In this case, there are more possibilities for the place at infinity, since the unitary

group Gν
∼= U(pν , qν) can be any signature (with pν + qν = r). However, in this case

the forced generality actually adds uniformity (which was there in the quaternion

case but not transparent). All the real unitary groups U(p, q) embed in Mr(C), and
we simply use the corresponding operator norm || · ||ν on Mr(C), and give the same

definitions as the split case of the quaternion algebra setting. Since any two embed-

dings of U(p, q) into Mr(C) are GLr(C)-conjugate, these definitions are independent

of our choices.3

Why is this a sensible choice to make? The answer comes from the Cartan decom-

position, G = KAK of a Lie group. We can view this as recording the eigenvalues of

a matrix within the diagonal subgroup A. To choose a nice compact neighbourhood

of the identity in G it suffices to do the same in A. Bounding the operator norm and

3To see this, note that an outer form is determined by a matrix θ ∈ GLr(C) such that θρ(θ) = 1
where ρ is the outer automorphism of GLr(C) given by conjugation by the anti-diagonal. The
corresponding subgroup of GLr(C) is the fixed subgroup under A 7→ (Ad(θ) ◦ ρ) (A). Any other
isomorphic embedding corresponds to another θ′ such that the cocycles differ by a coboundary.
Unwinding the definitions, this is iff there is a ϑ such that θ = ϑθ′ρ(ϑ)−1. In this case, we see that

G′(R) = Ad
(
ϑ
)−1

G(R).
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its inverse corresponds to giving a neighbourhood of 1 in which all the eigenvalues

must lie. This gives a compact neighbourhood of the torus A, and therefore one of

G.

Let us check that this recovers the definition given with the reduced norm in the

non-split case of the quaternion algebra. We have an embedding

H −→ M2(C)

z = a+ ib+ jc+ kd 7−→
(
a+ ib −c+ id
c+ id a− ib

)
which is an R-algebra injection (here we have used the standard basis {1, i, j, k} of the

Hamilton quaternions). The characteristic equation of this matrix is λ2 − Tr(z)λ +

Nr(z) = 0 and so we see that both eigenvalues have the same absolute value equal to√
Nr(z). Therefore this is the operator norm on the image of the above embedding,

and we see that the two cases match up.

We can also define the orders Λν ,Λ of Mν and M analogously. Note an important

difference: in the quaternion algebra case, since we have a lucky isomorphism as

explained in Section 2.2.1, we get an order in E which has dimension r = 2 over F ,

whereas in the unitary case we can only get an order inM which has dimension 2r over

F . However, the presence of K ⊂ M and the fact that Λ is an OK-order preserved

by complex conjugation (due to the fact that O is preserved by the involution on

Mr(K)) means that practically we still have an order in an r-dimensional space, M+.

2.4 Coordinates With Respect to Maximal Tori

This section is modelled on Section 5 of [Kha17], which discusses the coordinate rep-

resentations of quaternion algebras relative to embedded quadratic imaginary fields.

We briefly recall the results in the quaternionic case (which generalise immediately

to totally real fields - we will simply give sketch proofs, since more careful proofs are

given in the unitary case) and discuss similar representations in the unitary case.

There is actually a very intuitive phenomenon occurring here: given a non-split

maximal torus T inside a group G, we may take a Galois extension so that the torus

splits. Then, following the normal theory of Lie groups we can attach a root system

and decompose any representation into weights. Since all of this is happening over a

suitable extension, the Galois group of that extension acts on these objects. Suppose

G acts on a linear algebraic group H, then the Galois group acts on the weights

arising in the representation of G on Lie(H), and the representation of T on Lie(H)
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decomposes into a sum over the orbits of this Galois action, as in Proposition 2.2.5.

Suppose that we wish to find a nice description for the adjoint action of T on H,

then it is natural to consider this decomposition of the Lie algebra, and hope that for

sufficiently integral elements of H, we can lift them to integral elements of Lie(H).

When considering correlations, as we will do later, it is vital to understand care-

fully the object

G \ (G⋉H)/T.

Naturally this relates to the adjoint action of T on H, and so the above construction

becomes useful.

2.4.1 Quaternionic Case

Given an anisotropic maximal torus T ⊂ G = PB× where B is a quaternion algebra

over a totally real field F , we know that T ∼= E×/F× for a CM extension E/F .

Furthermore G splits over the extension E, so there is an isomorphism GE
∼= PGL2,E.

In fact, we have an isomorphism BE
∼= M2,E. B must split over E since TE(E) ∼=

(E ⊗F E)
×/E× ∼= E× is a split maximal torus.

The result of Section 5 in [Kha17] is to choose carefully an isomorphism BE
∼= M2,E

such that the F -rational points B(F ) ⊂M2(E) coming via base change can be easily

identified. Recall once again that the Galois action of σ ∈ Gal
(
F/F

)
is denoted by

x 7→ σx.

Proposition 2.4.1. There is an isomorphism BE
∼= M2,E such that for some element

ϵ ∈ F× and any fieldM ∈ {F, Fν : ν ∈ ΣF}, theM-rational points of B inM2,E(M⊗F

E) are given by

B(M) =

{(
a ϵb
σb σa

)
: a, b ∈M ⊗F E

}
.

Furthermore, B splits over M if and only if ϵ ∈ NM⊗FE/M ((M ⊗F E)
×). If this is

the case, i.e. ϵ = σff , then by replacing b with b/σf , we can restate this as

B(M) =

{(
a bf

σb/f σa

)
: a, b ∈M ⊗F E

}
.

Sketch. This follows from examining the cohomology group H1(E/F,Aut (GL2,E))

which defines the F -forms of GL2,F that split over E. Since there are no diagram

automorphisms (i.e. symmetries of the Dynkin diagram) for A1, the outer automor-

phism group is trivial, and the full automorphism group is given by

Aut (GL2,E) = PGL2(E).
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Since TE is a split maximal torus, we can arrange for this to be the diagonal matrices,

but the F -rational points T (F ) cannot be the diagonal F -rational matrices (since

B is not split). Any element of c ∈ H1(E/F,Aut(GL2,E)) is determined by the

automorphism c(τ) and if this additionally preserves the diagonal matrices but acts

non-trivially on them, it can be represented by an element

(
0 ϵ
1 0

)
with ϵ ∈ F×. We

can then unwind the definition of the cocycle to show that the F -rational points of

the group G corresponding to a cocycle c : Gal (E/F ) → PGL2,E are the solutions to

A = Ad(c(τ))A.

Where both τ and the overline correspond to complex conjugation.

We showed in Section 2.3 how to attach an order Λ ⊂ E to a maximal order

O ⊂ B(F ) for any homogeneous toral set. Now, we see that this process is almost

reversible, that is we can almost identify the local order g−1
ν Oνgν in terms of Λν . For

this, we require the inverse different ideal

Λ̂ν = {a ∈ Eν |Tr(aΛν) ⊂ OFν} .

This is a proper fractional Λν-ideal with inverse dΛν/Fν ⊂ Λν .

Proposition 2.4.2. For any finite place ν there is some τν ∈ E×
ν such that

gνOνg
−1
ν ⊂

{(
α βυντν

σβ/τν
σα

)
: α, β ∈ Λ̂ν

}
.

If B is split at ν then υν = 1, if B is ramified and E is inert at ν then υν is a

uniformiser in OFν , and if both B,E are ramified at ν then υν is a unit which is not

a E×
ν -norm. Also, τν ∈ Λ×

ν for almost all ν and τν = 1 if B is ramified at ν.

Sketch. In the split case, we have that Bν
∼= M2(Fν) ∼= EndFν (Eν) ⊃ EndOFν

(Λν).

We relate gνOνg
−1
ν and EndOFν

(Λν), which are both maximal orders in B(Fν) and

are therefore conjugate. Therefore gνOνg
−1
ν is the endomorphism ring of a OFν -lattice

L ⊂ Eν . By definition of Λν this lattice is a proper fractional Λν-ideal, so the two

maximal orders are in fact conjugate by an element of E×
ν .

In the non-split case, we use the fact that gνOνg
−1
ν = Oν is determined by the

reduced norm.

In addition, we have a statement for the infinite places:
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Proposition 2.4.3. Let ν|∞ be an infinite place. If Bν is non-split, the reduced

norm can be calculated on the representation in Proposition 2.4.1 as

Nr

(
a ϵνb
σb σa

)
= |a|2 − ϵν |b|2

and is conjugation invariant, so

gνΩ̃νg
−1
ν =

{(
a ϵνb
σb σa

)
:
1

4
≤ |a|2 − ϵν |b|2 ≤ 4

}
gνOνg

−1
ν =

{(
a ϵνb
σb σa

)
: |a|2 − ϵν |b|2 ≤ 1

}
gνO×

ν g
−1
ν =

{(
a ϵνb
σb σa

)
: |a|2 − ϵν |b|2 = 1

}
Note that ϵν < 0 since Bν is non-split, so these are indeed compact. Now suppose that

Bν is split. Then

gνΩ̃νg
−1
ν =

{(
a bfν

σb/fν
σa

)
: |a|+ |b| ≤ 2, |a| − |b| ≥ 1/2

}
gνOνg

−1
ν =

{(
a bfν

σb/fν
σa

)
: |a|+ |b| ≤ 1

}
gνO×

ν g
−1
ν =

{(
a bfν

σb/fν
σa

)
: |a|+ |b| = 1

}
Finally, the critical result of Section 5 of [Kha17] is the following: for an element

of the projective unit group, we can find an integral representative which is ‘minimal’

in some sense. To define this, we need a metric that is compatible with the Cartan

decomposition. Such a metric comes from the Bruhat-Tits building.

Definition 2.4.4. For a finite place ν of F where G splits, let Bν be the Bruhat-Tits

building of G(Fν). If G is ramified at ν ∤ ∞ let Bν be the connected graph with two

vertices4 corresponding to G(Fν)/Kν. Denote by d the geodesic distance function on

the graph Bν normalised so that the length of each edge is 1.

If ν|∞ splits G, set Bν = G(Fν)/NG(Fν)(Kν). This is the upper half-plane which

we equip with the standard hyperbolic distance function d. If B is ramified at ν|∞ let

Bν be a single point with the trivial metric.

For each place ν let x0 be the point in Bν stabilised by Kν. Let qν be the size of the

residue field kν of F at finite places ν, and set qν = e for ν|∞. Define a continuous

function dν : G(Fν) → R>0 by

dν(xν) := qd(x0,xν ·x0)
ν .

4These vertices correspond to whether the reduced norm of any lift to B×
ν is a square or not in

F×
ν .
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Define the continuous function df : G(AF,f ) → N by

d
(
(xν)ν∤∞

)
=
∏
ν∤∞

dν(xν).

The next Proposition (see Proposition 5.21 of [Kha17]) records how we lift opti-

mally. Here, as will be discussed more in the Section 3, for a fixed regular element5

a ∈ Aν ,

O(−n,n)
ν =

⋂
−n≤i≤n

aiOνa
−i

K(−n,n)
ν =

⋂
−n≤i≤n

aiKνa
−i.

Recall that A =
∏

ν∈S Aν is a fixed product of maximal split tori of G at the S-adic

places (where G is assumed to be split).

Proposition 2.4.5. For a fixed place ν of F and xν ∈ G(Fν), any h ∈ ΩνxνΩν ⊂
G(Fν) has a lift r ∈ Oν ⊂ B(Fν) satisfying h = F×

ν r with

vν (Nrd(r)) = d(x0, xν · x0) if ν ∤ ∞

2−8 ≤ |Nrd(r)|ν dν(xν) ≤ 1 if ν|∞.

Furthermore, for ν ∤ ∞ this valuation is minimal for fixed h. Additionally, if xν ∈ Aν

and h ∈ K(−n,n)
ν xνK(−n,n)

ν then we can ensure that r ∈ O(−n,n)
ν .

Sketch. For a finite place ν of F for which B splits, the quantity dν(xν) determines

the ratio of |·|ν for the two entries of the diagonal matrix in the Cartan decomposition

of xν . Scaling so that both of these entries are integral, we obtain the result.

2.4.2 The Unitary Case

Now, we wish to emulate the results of the previous section for the unitary groups.

We have an outer form G of GLr,F with a maximal torus T ≤ G defined over F

such that TM is split. Furthermore, M contains a quadratic CM extension K/F over

which G splits (but T does not). From such data, we would like to get an explicit

representation of G(F ) as a subgroup of GLr(M). Since we do not have an ‘accidental’

isomorphism, as in the quaternion algebra case, we cannot hope for this to be as clean

as the representation in that case. For that reason, we assume in this section that

M/F is in fact a Galois extension.

5Regular means that α(a) ̸= 1 for any α ∈ Φ, the set of roots of G.
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It will be useful to fix an outer automorphism in Aut(GLr(M)). The automor-

phism group is well-known. In the case that r ≥ 3, the Dynkin diagram Ar−1 has a

non-trivial automorphism, which can be defined over Z, given by

φ : A 7→ A−T

Picking this representation is a convenient splitting of the exact sequence

1 → PGLr(M) → Aut(GLr(M)) → Out(GLr(M)) → 1

where the group Out(GLr(M)) is the group of outer automorphisms (isomorphic to

the group of automorphisms of the Dynkin diagram). This gives an isomorphism

PGLr(M)⋊ Z/2 −→ Aut(GLr(M))

(θ, ϵ) 7−→
(
A 7→ θφϵ(A)θ−1

)
.

Proposition 2.4.6. Let r ≥ 3. The outer forms of GLr,F which split over K are in

bijection with matrices Θ ∈ PGL2(K) satisfying

Θ = ΘT = φ(Θ)−1.

Furthermore, all injective homomorphisms GL → GLr,L are conjugate for any CM

field L/K. Thus an injection GM → GLr,M is determined by Θ as above, and ϑ ∈
PGLr(M).

Proof. The forms of GLr,F which split over M are in bijection with the elements of

H1(Gal(M/F ),Aut(GLr(M))).

In fact, the subgroups G(F ) ⊂ GLr(M) coming from such forms are in bijection with

the cocycles Z1(Gal(M/F ),Aut(GLr(M))) and two such subgroups are isomorphic if

and only if these cocycles are related via a coboundary.

The Galois group Gal(M/F ) acts on Aut(GLr(M)) in the following way

σ · (θ, ϵ) = (σθ, ϵ)

that is, it acts purely on the inner automorphism by the natural action. Suppose that

c : Gal (M/F ) → Aut(GLr(M)), c(σ) = (θσ, ϵσ)

with θσ ∈ PGLr(M) (often we consider θ as a matrix in GLr(M) for convenience),

and ϵσ ∈ Z/2. Then the cocycle condition for c becomes

θσρ = θσφ
ϵσ(σθρ), ϵσρ = ϵσ + ϵρ.
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Given that G splits over K, we must have that this cocycle is in the kernel of the

restriction map,

H1(Gal (M/F ) ,Aut(GLr(M))) → H1(Gal (M/K) ,Aut(GLr(M))).

Therefore, there exists ϑ ∈ PGLr(M), ϵ0 ∈ Z/2 such that for all σ ∈ Gal(M/K),

(θσ, ϵσ) = (ϑ, ϵ)−1(σϑ, ϵ)

= (φϵ(ϑ−1), ϵ)(σϑ, ϵ)

= (φϵ(ϑ−1 σϑ), 0)

After possibly replacing ϑ with φ(ϑ), this means that θσ = ϑ−1 σϑ and ϵσ = 0. In

fact, this shows that the map

B1(Gal (M/F ) , PGLr(M)) → B1(Gal (M/F ) ,Aut(GLr(M)))

is surjective, proving that if two isomorphic such forms of GLr(F ) inside GLr(M)

must be conjugate.

Denote complex conjugation on M by τ ∈ Gal(M/F ). Since G is not an inner

form of GLr,F , we must have ϵτ = 1. The condition τ 2 = 1 implies that

θτθ
−T
τ = 1. (2.3)

Finally, the relation στ = τσ, gives the equation

ϑ−1 σϑ σθτ = θτφ(
τϑ−1 στϑ),∀σ ∈ Gal(M/K)

=⇒ ϑθτφ(
τϑ−1) ∈ GLr(K).

If we set Θ = ϑθτφ(
τϑ−1), then (2.3) reduces simply to

τΘ = ΘT . (2.4)

Therefore, a choice of an outer form is simply given by a choice of ϑ ∈ PGLr(M) and

Θ ∈ PGLr(K) satisfying (2.4). A simple computation shows that altering this pair

by a coboundary simply multiplies ϑ by the corresponding element in PGLr(M) for

the coboundary. Therefore, Θ uniquely determines the unitary group.

Proposition 2.4.7. Given a pair (Θ, ϑ) ∈ PGLr(K)×PGLr(M) defining an embed-

ding GM → GLr,M , the F -rational points of G inside GLr,M are the fixed points of

the automorphisms

A 7→ Ad(ϑ−1 σϑ) σA,∀σ ∈ Gal(M/K)

A 7→ Ad(ϑ−1Θφ(τϑ))φ(τA).
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In fact, these automorphisms define the Galois action of Gal(M/F ) on GLr(M) com-

ing from the base change isomorphism

G(M)
∼−→ GLr(M).

Proof. This comes from the fact that given a cocycle

c ∈ Z1(Gal(M/F ),Aut(GLr(M)))

there is a twisted action of Gal(M/F ) by

ρ ∗ A = c(ρ)(ρA).

The proof of Proposition 2.4.6 shows that the cocycle corresponding to (Θ, θ) is

c(σ) = Ad(ϑ−1 σϑ), ∀σ ∈ Gal (M/K) ,

and

c(τ) = Ad(ϑ−1Θφ(τϑ)) ◦ φ.

Given anM -split torus T ≤ G, we can choose (Θ, ϑ) ∈ PGLr(K)×PGLr(M) such

that T (M) is the diagonal torus of GLr(M). Define S ≤ PGLr,M to be the diagonal

torus, and S̃ ≤ GLr,M its pre-image (also called the diagonal torus).

Proposition 2.4.8. Suppose (Θ, ϑ) are chosen such that the diagonal matrices S̃ ≤
GLr,M are the base change TM of an F -rational torus T ≤ G with splitting field M .

Up to conjugacy by NGLr(M)(S̃), such a choice is equivalent to a choice of (f, ζ) where

• f is a (representative of a) conjugacy class of homomorphisms Gal(M/K) → Sr,

where Sr is the symmetric group, such that when Sr ↪→ GLr(Z) (via permutation

matrices) this representation becomes conjugate to the regular representation of

Gal(M/K); and,

• ζ ∈ S(M+) satisfies

f(σ) σζf(σ)−1 = ζ, ∀σ ∈ Gal(M/K)

In this case, the F -rational points are the fixed points of

A 7→ Ad(f(σ))σA,∀σ ∈ Gal(M/K)

A 7→ Ad(ζ)φ(τA).
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Proof. Since S̃ = TM arises via base change from an F -rational torus, the twisted

Galois action must preserve S̃. Since φ preserves the diagonal torus (hence why we

chose this particular outer automorphism), this amounts to

ϑ−1 σϑ, ϑ−1Θφ(τϑ) ∈ NPGLr(M)(S),∀σ ∈ Gal(M/K).

Let N := NPGLr(M)(S) = S(M) ⋉ Sr be the normaliser of the diagonal matrices,

where we choose a splitting of Sr (the symmetric group on r letters) given by the

permutation matrices. Then the cocycle c lies in the kernel of the map

H1(Gal(M/K), N) → H1(Gal(M/K),PGLr(M))

Using Hilbert 90 and the diagram

1 GL1(M) GLr(M) PGLr(M) 1

1 GL1(M) Ñ N 1

we find that this kernel is the image of H1(Gal(M/K), Ñ). Using the exact sequence

1 → S(M) → N → Sr → 1,

and Hilbert 90 again, we see that

H1(Gal(M/K), Ñ) = H1(Gal(M/K), N) = Hom(Gal(M/K), Sr)/conj

This means that the data of ϑ is equivalent to choosing (up to conjugacy) some

f ∈ Hom(Gal(M/K), Sr), and ξ ∈ S(M). Then

ϑ−1 σϑ = ξ−1f(σ)σξ, ∀σ ∈ Gal(M/K).

By replacing ϑ with ϑξ−1, we can assume that ξ = 1.

If we let X = ϑ−1Θφ(τϑ) ∈ NPGLr(M)(S), then the conditions on Θ are equivalent

to

f(σ) σXφ(f(σ))−1 = X, ∀σ ∈ Gal(M/K)

τX = φ(X)−1.

Suppose now that we write X = ξπ0 where ξ ∈ S(M) and π0 is an elementary

matrix (equivalently an element of Sr). The conditions above are precisely that
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π0 = πT
0 , i.e. the corresponding permutation has order 2, and

f(σ)σξf(σ)−1 = ξ

π0f(σ) = f(σ)π0
τξi = ξπ0(i).

Finally, we need to verify that the representation T̂ corresponding to the fixed points

constructed here is isomorphic to the character lattice of the torus we started with

(currently we just have some torus contained in G which splits overM , not necessarily

the torus we started with). There is a natural basis for the character lattice of the

diagonal torus S̃, given by

ψi : A 7→ Ai.

Using the Galois action on points given above, the action on the character lattice is

therefore

σ · ψi = ψf(σ)(i)

τ · ψi = −ψπ0(i).

This must be isomorphic as a Z[Gal(M/F )]-module to T̂ . This implies that π0 = id,

and that the representation

f : Gal(M/K) → GLr(Z)

is conjugate to the regular representation of Gal(M/K) on itself.

This is simplified in the cyclic case by the following group theoretic lemma.

Lemma 2.4.9. Suppose that

ϕ1, ϕ2 : H → Sr

are two injective homomorphisms from a cyclic group H into the symmetric group

such that when Sr ↪→ GLr(Z) via the elementary matrices, they become conjugate.

Then in fact ϕ1(H), ϕ2(H) are conjugate in Sr.

It is not clear to us whether this result may hold more generally for abelian or

non-abelian subgroups. It is certainly true that there are isomorphic non-conjugate

subgroups of Sr, however the proof below will show that we require such subgroups

where there is an isomorphism preserving the cycle type. Maybe it is true that

cycle-type preserving isomorphisms between subgroups of Sr can be realised via con-

jugation.

38



Proof. Given an element of Sr ⊂ GLr(Z), we can determine its cycle type with just

GLr(Z)-invariant calculations (using the fact that the number of cycles is equal to

the dimension of the fixed space, and the cycle type is determined by the number of

cycles of all powers). Therefore, ϕ1(h) is conjugate to ϕ2(h) for all h ∈ H. Applying

this to a generator of H implies the result.

From now on, assume that the Galois group Gal(M/K) is cyclic (or more generally,

satisfies Lemma 2.4.9). This means that we may identify the Galois group Gal(M/K),

the set of field embeddings HomK(M,K), and the indices of the matrix representation

in Proposition 2.4.8. We let σi ↔ fi ↔ i be this correspondence.

Corollary 2.4.10. We can embed M ↪→ Kr in such a way that T (K) ∼= M× acts by

multiplication. Furthermore the K-rational points G(K) ∼= GLr(K) are then naturally

identified with the subset of invertible elements of M r = EndK(M) where the i-th

component acts on M via y ·m = yσim.

Explicitly, the points G(K) are the invertible matrices of the form
x1 ... xr

σ2xσ−1
2 (1) ... σ2xσ−1

2 (r)

...
...

xσ−1
r (1) ... σrx1

 .

The embedding m 7→ (m,σ2 m, ...,σr m)T then realises the previous statement.

Furthermore, there exists ϵ ∈M+,× such that the F -rational points are then given

by matrices of the above form that additionally satisfy

r∑
i=1

σiϵxi
τxi = 1

r∑
i=1

σiϵxi
τσj(xσ−1

j (i)) = 0,∀j ̸= 1.

Proof. Firstly, the linear independence of field automorphisms implies that EndK(M) ∼=
M r with the given action.

The condition f(σ)σζf(σ)−1 = ζ implies that ζσ(i) =
σζi, and so by scaling we can

assume that for some ϵ ∈ M+,×, ζσ(i) = ϵ/ σϵ. The K-points of G are then given by

matrices A ∈ GLr(M) such that

Aσ(i),σ(j) =
σAi,j.
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This proves the statements about G(K). The twisted action of complex conjugation

on G(M) is given by

A 7→ ζ τA−T ζ−1

The conditions for G(F ) follow immediately from this.

Corollary 2.4.10 gives an embedding of G(K) into EndK(M). This contains a

maximal order EndOK
(Λ). We now almost give an explicit description of this maximal

order. It will be convenient to consider the matrix representation in the Corollary

2.4.10 via just the first row.

Proposition 2.4.11. The elements of EndK(Λ) in the representation of Corollary

2.4.10 satisfy xi ∈ Λ̂,∀i. If we choose some finite place ν of F , then there exists

τν ∈M×
ν such that every element of gνOνg

−1
ν has the form(

x1,
τν
σ2τν

x2, ...,
τν
σrτν

xr

)
, xi ∈ Λ̂ν∀i.

Proof. We require that for every m ∈ Λ,

r∑
i=1

xi
σim ∈ Λ.

Any l ∈ Λ and σj gives a K-linear endomorphism of Λ by m 7→ lσjm. Multiplying on

the right by this corresponds to

(x1, ..., xn) 7→ (σ
−1
j lxσ−1

j (1),
σ2σ

−1
j lxσ2σ

−1
j (1), ...,

σrσ
−1
j lxσrσ

−1
j
).

These must all have integral trace, since any element of a maximal order of EndK(M)

is integral. Therefore, we see that

Tr(xσ−1
j (1)

σ−1
j l) ∈ OK ,∀l ∈ Λ,∀j.

This implies that x1, ..., xr ∈ Λ̂. Now, since gνOνg
−1
ν = EndKν (τνΛν) for some τν , we

obtain the desired result.

2.5 Volume, Discriminant and Order of Toral Sets

To a homogeneous toral set we can assign a volume given a choice of a compact

neighbourhood of the identity in P(A). The algebraic group Ti is by assumption

anisotropic, and therefore Ti(A) has a bi-invariant Haar measure giving the subgroup
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Ti(Q) covolume 1, since the quotient is compact. Recall, from Section 2.1, that we are

considering an open compact subgroup (therefore a neighbourhood of the identity)

K∞ =
∏
ν∤∞

Kν ⊂ P (A∞
F )

and KG,∞ ⊂ G(F∞) a maximal compact torus.

Definition 2.5.1. Let Ω∞ be a compact KG,∞-invariant neighbourhood of P(R) (such
as the ones constructed in Section 2.3). Then ΩA := K∞ × Ω∞ ⊂ P(A) is a compact

open neighbourhood of the identity, and Ω2
A ⊂ P(A)× P(A) is the same. Then,

• To the homogeneous toral set [T ξ], we assign the volume

vol([T ξ]) := mT (AdξΩA ∩ T )−1 = [T(A) : T ]−1mT(A) (AdξΩA ∩ T )−1 .

Here mT is the total volume 1 Haar measure on the image of T in P(Q)\P(A).

• To the homogeneous toral set [T (ξ, sξ)], we assign the same volume

vol([T (ξ, sξ)]) = mT (AdξΩA ∩ T )−1 = [T(A) : T ]−1mT(A) (AdξΩA ∩ T )−1 .

Note that in this case, we will in the mixing case generally have V = 0 and so

we often write g instead of ξ.

The reason for no appearance of s in the second definition is that AdsξΩA ∩ T =

AdξΩA ∩ T . If we assume that ξ−1
∞ T(R)ξ∞ ≤ K∞, then the choice of Ω∞ becomes

irrelevant and we simply obtain

vol([T ξ]) = mT (KT )
−1 = [T(A) : T ]−1mT(Af ) (KT )

−1 ,

where KT = AdξKf ∩ T .

To an algebraic torus, T we can attach a collection of invariants hT, wT, DT, ρT, RT, rT, sT

as in the work of Ono and Shyr (see [Ono61] and [Shy77]), analogously to the case of

the multiplicative group of a number field. Using these standard definitions, we note

that for a K∞-invariant homogeneous toral set [T ξ], the volume is given by

vol([T ξ]) = [T(A) : T ]−1 [Kmax
f : AdξfKf ∩ T

] hT
wT

,

where Kmax
f ⊂ T(Af ) is any choice of maximal compact subset containing AdξfKf∩T .

We will give a more detailed computation of the volume in Section 4.

We now give a discriminant of a K∞-invariant homogeneous toral set following

[Ein+06]. Notice that this depends only on T(A) and not on the chosen subgroup T .
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Definition 2.5.2. Fix a Z-Lie algebra gZ ⊂ g such that B(gZ, gZ) ⊂ Z. For each

prime p this induces a Zp-Lie algebra gZp := gZ ⊗Z Zp ⊂ gQp. Given a maximal torus

Tp ⊂ G(Qp), we can associate an element xTp ⊂
(∧r gQp

)⊗2
in the standard way by

taking a Qp-basis f1, ..., fr for tp (the Lie algebra of Tp) and setting

xTp =
[
(f1 ∧ ... ∧ fr)⊗2 (detB(fi, fj))

−1] .
To a homogeneous toral set [T l] ⊂ [G(A)] that is invariant under K∞, we assign the

discriminant

disc ([T l]) =
∏
p

discp ([T l]) ,

where

discp([T l]) = |xl−1
p tplp

|gZp
and the norm, |·|gZp is the standard norm with unit ball coming from gZp.

The discriminant is a measure of the denominators required to describe the semi-

simple part of a homogeneous toral set (even if we are considering a case where V ̸= 0,

we only use the projection of the toral set to G(A) to define the discriminant). We

relate this to the discriminant of the order attached to [T l] in the next result.

Proposition 2.5.3. In both the quaternionic and unitary cases, up to a multiplicative

constant, cF , bounded uniformly for fixed F , the discriminant can be computed from

the order Λ. More precisely,

disc([T g]) =

{
cFdisc(Λ), in the quaternionic case

cFdisc(Λ)/disc(Λ ∩M+), in the unitary case.

where all discriminants are absolute (i.e. over Z).

Proof. Fix a Z-basis {α1, ..., αd} of OF .

In the representations given above, the torus T corresponds to the diagonal torus.

In the quaternionic case, the Lie algebra of the determinant 1 elements of the diagonal

torus becomes {(
α 0
0 −α

)
: α ∈ EtrE/F=0

}
Therefore if x is an OFν -generator for tν ∩ gνOνg

−1
ν = Λtr=0

ν , we get that {αix}i a
Z-basis, and so

discp([T g]) =
∣∣∣∣(xα1 ⊗ ...⊗ xαd)

⊗2

detTr(x2αiαj)

∣∣∣∣
p

=
∣∣detTr(x2αiαj)

∣∣
p
=

disc(OFν ⊕OFνx)

disc(OFν )
.
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When p ̸= 2, the numerator is equal to the discriminant of Λ, and when p = 2 it

differs by at most 2[F :Q] and so the two global quantities are equal up to possibly this

constant.

In the unitary case, we similarly get the discriminant as

discp([T g]) = disc
(
Λ

TrM/M+=0=TrM/K

p

)
.

Up to a uniformly bounded constant (depending only on [F : Q] and r), this gives

the global discriminant as

disc([T l]) ∼ disc(Λ)

disc(OF )disc(Λ ∩M+)

Henceforth, we will use disc([T g]) and disc(Λ) interchangeably in the quaternion

algebra case. In the case that there is also a unipotent part (i.e. the Kuga-Sato case),

we also need a measure of the denominators required in the unipotent part.

Definition 2.5.4. Let [T (l, x)] ⊂ [G(A)⋉V(A)] be a homogeneous toral set. Then

ord ([T (l, x)]) :=
∏
p

ordp ([T (l, x)]) , ordp ([T (l, x)]) := ordV(Qp)/V(Zp)(l
−1
p xp).

2.6 Main Results

We now give the results that we prove in this thesis. First, we discuss the Kuga-Sato

results.

Definition 2.6.1. A sequence of K∞-invariant homogeneous toral sets {[Ti(li, xi)]}i
of P(A) is called strict if disc(Tili) → ∞ as i→ ∞ and for every non-zero linear map

ϕ : V → W of G-representations,{
ϕ(l−1

i xi)
}
i
∈ W(A)

escapes all compact sets in W(A).

The following conjecture states that strictness is sufficient to bootstrap single

equidistribution with V = 0 to setting with V ̸= 0. Since we consider only an ergodic

approach to this question, we additionally suppose that there are splitting conditions

and boundedness conditions at a fixed set of places S which allow the ergodic method

to apply - it is possible the conjecture holds without these conditions. It does not

appear to have been stated previously in the literature, however is a clear expectation

after the work [Kha19b]. We use subgroups G(A)+ := im(Gsc(A) → G(A)), and
P(A)+ := G(A)+ ⋉V(A), which will be discussed more in Section 3.
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Conjecture 2.6.2. Let G be a semi-simple group over Q and V be a rational lin-

ear representation of G such that V does not contain the trivial representation. Let

[Ti (li, xi)] ⊂ [P(A)] be a strict sequence of K∞-invariant homogeneous toral sets, with

associated periodic probability measures µi (the pushforward of the Haar measure on

Ti normalised to have mass 1).

Assume that

1. the tori Ti split at the places in S, and |S|rank(G) > 1,

2. ∀p ∈ S, discp ([Ti(li, xi)]) ≪ 1,

3. ∀p ∈ S, ordp ([Ti(li, xi)]) ≪ 1,

4. Any weak-* limit of the projections πGµi is G(A)+-invariant.

Then the sequence {µi}i is tight and if µi → µ on [P(A)] then µ is right invariant

under P(A)+.

Proposition 2.6.3. Given G,V as above, if the conjecture holds for all irreducible

G-representations W which have a non-trivial constituent in V (and holds for the zero

representation), then it holds for V.

The following Theorem is not strictly proven in this thesis, however we provide

all the necessary components and simply sketch the proof for the sake of time and

length. See Section 8.1.

Theorem 2.6.4. The conjecture holds for G = ResF/QSL2,F for any totally real field

F , and the representation G2
a.

Now we discuss the main result of this thesis. This proves mixing of CM orbits

in the quaternion setting over totally real fields under a number of assumptions.

See Section 8.2 for the proof. First, we recap the definitions and make some extra

assumptions.

We have a quaternion algebra B defined over a totally real field, F , (with [F :

Q] = d) from which we defined the algebraic group G = PB× of projective units

in the quaternion algebra, and we take a finite set, S, of finite places of Q where

F splits completely, B splits at every place of F lying above S, and |S|d > 1. We

have fixed a maximal compact torus K∞ < G(F∞). We have a sequence of F -algebra

embeddings Ei → B of quadratic CM extensions Ei/F into B, which induce maximal

rank anisotropic tori Ti < G. For each torus Ti, we have gi ∈ G(AF ), si ∈ Ti(AF ),
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and a finite index subgroup Ti < Ti(AF ). To these, we associate the homogeneous

joint toral set

[Ti(gi, sigi)] ⊂ (G(F ) \G(AF ))
2 .

We assume these are K∞-invariant, in the sense that g−1
i Ti(F∞)gi = K∞.

We can associate to these toral sets an order Λi ⊂ Ei with discriminant Di and

conductor fi, as in 2.3.1. This order depends of Ti and gi but not on Ti or the twist si.

Recall that the conductor satisfies DΛi/OF
= DOEi

/OF
f2i , where these are the relative

discriminants (which are ideals of OF ). Furthermore, the absolute discriminant is

given by

Di = N(DΛi/OF
)D2

F = N f2iDEi
.

We assume the following conditions on the subgroup Ti:

1. Ti = Ti(F∞)
∏

ν Ti,ν splits as a product over the places of F . In addition, assume

that Ti,ν = Ti(Fν) at all places ν where B is ramified.

2. Ti corresponds to a subgroup of the class group

Ti(F ) \ Ti(A∞
F )/(Ti(A∞

F ) ∩ gi,fKfg
−1
i,f )

(which is related to the class group of the order Λi constructed in 2.3.1). In

particular Ti(F )
(
Ti(A∞

F ) ∩ gi,fKfg
−1
i,f

)
< Ti.

3. Ti contains the intersection Ti(AF )∩G(AF )
+ = im(B(1)(AF ) → G(AF )), where

B(1) is the algebraic group of norm 1 elements of B.

4. Ti is preserved by the Galois action of Gal (E/F ).

With the exception of condition (3), these are made for convenience and not ex-

pected to be of particular importance to the result of Theorem 2.6.5. The third

condition is important in applying the measure theoretic classifications of Section

3. To such a homogeneous toral set we associated, in Definition 2.5.2, a discrim-

inant, disc([Ti(gi, sigi)]) =
∏

p disc([Ti,p(gi,p, si,pgi,p)]), which by Proposition 2.5.3 is

essentially the discriminant, Di, of the associated order Λi.

Finally, we write (PB× × PB×) (AF )
+ for the image of

(
B(1) ×B(1)

)
(AF ) under

the natural projection map (see Definition 3.3.7).

Theorem 2.6.5. Let µi be a sequence of probability measures on

(PB×(F ) \ PB×(AF ))
2

associated to the homogeneous joint toral sets [Ti(gi, sigi)]. Assume the following
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1. The discriminants |Di| → ∞, and the tori Ti split at all places in S.

2. The local discriminants at S are bounded, i.e.

∀p ∈ S, discp([Tili]) ≪ 1

3. The conductors are bounded

fi = f(Λi) ≪ 1

4. There are no Siegel zeroes. More specifically, there exists C > 0 satisfying

L′(1, χEi
)

L(1, χEi
)
≤ C log |DEi

|,

5. For χ
(i)
j running over the characters of A×

Ei
that are trivial on Ti (all of which

are quadratic), ∑
j:χ

(i)
j ̸=1

L(χ
(i)
j , 1) ≪ log |DEi

|, as i→ ∞.

6. There exists η > 0 such that

min
a⊂Λi
[a]=[si]

Na ≥ |DΛi
|

1
2(2d+1)

+η,

and a non-trivial bound on exponential sums on (OF/I)2 (as in Assumption

7.1.1 of Section 7.1 with the sums defined in equation (7.3) of that Section), i.e.

there exists θ > 0 such that

|Gw,a,I,r| ≤ (NI2)1−θ.

Then any weak-* limit of the sequence {µi} is (PB× × PB×)(AF )
+-invariant.

The condition (5) is a rather strict condition on the subset Ti < Ti(AF ), and one

that we hope to remove in future, however for now we simply note that it is trivially

satisfied when we take full torus orbits.
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Chapter 3

Ergodic Theory

In this section, we review ergodic theory and its applications to the study of locally

homogeneous spaces and equidistribution. In particular, we provide the general recipe

for reducing arithmetic questions of equidistribution of torus orbits to the analytic

question of decay of certain correlations.

These correlations can then be analysed in each specific case, often using au-

tomorphic information such as Fourier coefficients or subconvexity of automorphic

L-functions. This is the work of the rest of the thesis.

There are two reasons that we include a careful analysis of the ergodic theoretic

background despite the fact that many of the results appear in a similar way in

the literature. The first is that we intend to apply the same recipe for proving

equidistribution in a variety of settings in later work, and so a general treatment here

demonstrates the feasibility of that goal. Also, our intention is to allow the problem

of equidistribution to be picked up by other mathematicians with more knowledge

of the analytic side, without the burden of having to learn the necessary ergodic

background.

The second is to understand the limitations of the procedure for analysing the

action of subgroups of the class group in the arithmetic setting - it is not always

the case that we would like to understand the action of an entire S-adic torus, but

perhaps a suitably large subgroup of it. We hope to make it clear here that in certain

cases no essential change to the method is required to achieve these results.

3.1 Measure Theory

The underlying structure for all of our results is that of a measure space.
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Definition 3.1.1. A measure space (X,B, µ) is a set X with a σ-algebra B of

subsets of X and a measure µ defined on B. The measure space is called a proba-

bility space if µ(X) = 1. We denote by M(X) = M(X,B) the set of probability

measures on (X,B).

There are many ways of producing new measures from old ones - here we will

consider two in detail. One is quite general, that of conditional measures, and one

is specific to the case of A-invariant measures on a space with a G(QS)-action, that

of leafwise measures. Since leafwise measures are used to compute entropy on lo-

cally homogeneous spaces, they are very important for our situation, and they are

defined via conditional measures, so we must briefly recall conditional expectation

and measures here.

Proposition 3.1.2 ([EL08], §4). Let (X,B, µ) be a probability space, and A ⊂ B a

sub-σ-algebra. Then there exists a unique continuous linear functional

Eµ(·|A ) : L1(X,B, µ) → L1(X,A , µ)

called the conditional expectation of f given A , satisfying

1. for any f ∈ L1(X,B, µ), the function Eµ(f |A ) is A -measurable; and

2. for all A ∈ A and f ∈ L1(X,B, µ),∫
A

Eµ(f |A )dµ =

∫
A

fdµ.

We imagine that the function Eµ(f |A ) computes the average over each atom [x]A

of A and then is the constant function on each atom with value equal to the average.

(Recall that the atom [x]A is defined to be the smallest element of A that contains x,

a notion which is only well-defined for countably generated σ-algebras.) This intuition

is correct for countably generated A , but for non-countably generated A there is no

notion of atom to speak of. However, the intuition of integrating over the atom can

be made more precise by the notion of conditional measures.

Proposition 3.1.3 ([EL08], §5). Let X be a locally compact, second countable metric

space, and B be the Borel σ-algebra on X. Let µ be a probability measure on (X,B),

and A ⊂ B be a sub-σ-algebra. Then there exists a subset X ′ ∈ A of full measure
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and almost everywhere unique1 Borel probability measures µA
x for x ∈ X ′, called the

conditional measures, such that for every f ∈ L1(X,B, µ), we have equality

Eµ(f |A )(•) =
∫
y∈X

f(y)dµA
• (y) ∈ L1(X,A , µ).

If A is countably generated, the map x 7→ µA
x is constant on each atom of A contained

in X ′, and µA
x is supported on [x]A .

3.1.1 Invariant Measures and Ergodicity

One of the major ideas in the field, essentially due to Linnik, is that in many arithmetic

scenarios, particularly when group actions are involved, measure theory can often

interact nicely with the algebraic action, resulting in non-trivial analytic information.

Recall (e.g. from [EW11]) the basic set-up of measure preserving transformations.

Definition 3.1.4. Let (X,B, µ) and (Y,C , ν) be probability spaces. A map T : X →
Y is measurable if T−1(A) ∈ B for all A ∈ C . It is called measure preserving

if it is measurable and µ(T−1A) = ν(A) for all A ∈ C . If (Y,C , ν) = (X,B, µ) then

we often say that µ is a T -invariant measure. For T : X → X measurable, we

denote by M(X)T the set of T -invariant probability measures.

Suppose that G is a (σ-locally compact2) metric group acting on a compact metric

space, X, which we endow with the Borel σ-algebra, such that the action

ρ : G×X → X

is continuous, then for a measure µ ∈ M(X) we say the action of G onX ismeasure-

preserving if ρ(g,−) : X → X is measure-preserving for all g ∈ G. We also say µ is

a G-invariant measure. The set of G-invariant measures is denoted M(X)G. We

say that an orbit of G is periodic if it supports a finite G-invariant measure.

If the group G has algebraic structure, and X is related to this in some precise

way (see below), then there is a particular class of measures which are distinguished

by this algebraic structure. Let G be a linear algebraic group defined over Q, S a

finite set of places of Q, and Γ < G(QS) a lattice3. The definition we use is from

[Kha19a, §4]
1Meaning two different choices

{
µA
x

}
x∈X′ ,

{
µ̃A
x

}
x∈X′ , then the set

{
x ∈ X ′ : µA

x ̸= µ̃A
x

}
is a null

set.
2See [EW11] - this is short hand for locally compact and a union of countably many compact

subspaces.
3A lattice in a locally compact group G is a discrete subgroup, Γ, such that the quotient space,

Γ \G has a finite G-invariant measure.
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Definition 3.1.5. 1. A probability measure ν on X = Γ \G(QS) is algebraic if

there is a closed unimodular algebraic subgroup L < G defined and anisotropic

over Q, a finite index subgroup L < L(QS) and some gS ∈ G(QS) such that ν

is the unique L-Haar probability measure4 on [LgS] ⊂ Γ \G(QS).

2. A probability measure ν on G(Q) \ G(A) is algebraic if there is a closed uni-

modular subgroup L < G defined and anisotropic over Q, an isogeny L′ → L
over Q and a closed subgroup of finite index L < Im(L′(A) → L(A)) and some

g ∈ G(A) such that ν is the L-Haar probability measure on [Lg] ⊂ G(Q)\G(A).
In both cases, the orbit [Lg] is a periodic g−1Lg-orbit, which we call an L-homogeneous

set. If L is a maximal torus, we call this a homogeneous toral set.

It’s clear that if we have sets S ′ ⊂ S such that S \ S ′ consists of finite places, and

K ⊂ G(QS\S′) an open compact subgroup, then an algebraic measure on Γ \ G(QS)

projects, under the quotient by K, to a sum of algebraic measures on Γ∩K \G(QS′).

The same is true for projecting from the adelic version of an algebraic measure to the

S-adic version. As we will see later, it is possible under certain conditions to go the

other way.

We now move onto a crucial property of measures, ergodicity, which characterises

the building blocks of invariant measures. We will make heavy use of hard classifica-

tion theorems of ergodic measures. The notation A△B := (A \B) ∪ (B \ A) refers

to the symmetric difference.

Definition 3.1.6. A measure preserving group action of G on X is ergodic if any

set A ∈ B such that µ(g−1A△A) = 0 for all g ∈ G has µ(A) ∈ {0, 1}. We say the

measure µ is G-invariant and ergodic.5 We denote the set of such measures by

E(X)G.

Since we have assumed that the space X is compact, it is possible to put a metric

on the set M(X) such that the convergence of measures in this metric coincides with

the notion of weak* convergence, that is µi → µ if and only if for every f ∈ C(X,R),

lim
i→∞

∫
X

fdµi →
∫
X

fdµ.

4To explain precisely what we mean by this, notice that [LgS ] has a natural bijection with Γ∩L\L.
Both L and Γ ∩ L are unimodular, and so there is an L-invariant measure on the quotient. Since L
is anisotropic, this measure is finite, so can be normalised to be a probability measure, and we are
stating that ν is this measure pulled back along the above bijection.

5Often the expression “µ is G-invariant and ergodic” is used, and it should be kept in mind that
both invariance and ergodicity depend on G, so this is more accurately described as “G-invariant
and G-ergodic”.
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With this topology, M(X) is a compact and convex metric subspace of a real vector

space (since we can add and scale measures). For any measurable transformation

T : X → X, the subspace M(X)T is closed and also convex. Therefore we see that

M(X)G :=
⋂
g∈G

M(X)ρ(g,−)

is a closed (therefore compact), convex subspace of M(X). By applying Choquet’s

Theorem, we would expect that an arbitrary G-invariant measure to be uniquely de-

composable into the extremal points of M(X)G, and in fact these extremal points are

precisely the ergodic measures. That is, we have the following ergodic decomposition:

Proposition 3.1.7. For µ ∈ M(X)G, there exists a measure ν on M(X)G such that

1. ν is supported on the ergodic measures, that is ν
(
E(X)G

)
= 1;

2. µ is the ν-weighted average of G-invariant and ergodic measures, so

µ =

∫
M(X)G

ξdν(ξ).

Sketch Proof. Let E be the σ-algebra of G-invariant sets. Then for any x ∈ X, the

conditional measure µE
x is G-invariant and ergodic, and

µ =

∫
µE
xdµ.

Thus ν is the push-forward of µ along the measurable map x 7→ µE
x ∈ M(X)G.

We will also consider the problem of joint equidistribution, which in the translated

world of measure theory corresponds to problems about joinings of measures.

Definition 3.1.8. Let (Xi,Bi, µi)i=1,2 be a pair of probability spaces with a measure

preserving action of a group G. A joining of these two G-invariant measures is a

G-invariant probability measure ρ on (X1 ×X2,B1 ⊗ B2) such that πi,∗ρ = µi for

i = 1, 2.

3.2 Entropy

Entropy is roughly an indication of how complicated a system is - higher entropy

should correspond to more complicated systems. There are three definitions of entropy

that we consider in different situations, each built on the previous one:
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1. The static entropy of a partition on a probability space indicates how much

information one gains about a point from learning which element of the partition

that point is in.

2. The dynamic entropy of a partition on a probability space with a measurable

transformation indicates how quickly one gains information about a point from

learning how its orbit under the transformation moves through the partition.

3. The ergodic theoretic entropy of a probability space with a measurable trans-

formation indicates how irregular the orbits of that transformation are.

Here are the formal definitions (see §3 of [EL08]):

Definition 3.2.1. Let (X,µ) be a probability space. The static entropy Hµ(P) of

a finite or countable partition P of X is defined to be

Hµ(P) = −
∑
P∈P

µ(P ) log µ(P ).

Definition 3.2.2. Let (X,µ) be a probability space and T : X → X a µ-preserving

map. Let P be a finite or countable partition of X with Hµ(P) <∞. The dynamic

entropy of (X,µ, T,P) is

hµ(T,P) = lim
N→∞

1

N
Hµ

(
N−1∨
n=0

T−nP

)
.

Here T−nP is the partition {T−nP : P ∈ P}, and
∨

iQi denotes the smallest partition

such that each element Q ∈ Qi is a disjoint union of elements of
∨

i Q.

Definition 3.2.3. Let (X,µ) be a probability space and T : X → X a µ-preserving

map. The ergodic theoretic entropy of (X,µ, T ) is defined to be

hµ(T ) = sup
P:Hµ(P)<∞

hµ(T,P).

To give two simple examples, it is easy to see that if we take the Borel probability

space (S1, µ) with any rotation T by a rational multiple of 2π, then the ergodic

theoretic entropy is zero. The orbits are very regular and the system is not at all

complicated.

On the other hand, the measure preserving map S1 → S1 given by squaring has

entropy log(2). It has complicated orbits, some finite and some equidistributed.
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3.2.1 Entropy on Locally Homogeneous Spaces

It will be important to understand the entropy of particular measures on the locally

homogeneous spaces associated with semi-simple groups. Recall the scenario in which

we are working, as laid out in Section 2. One of the crucial advances in the under-

standing of measures on the space X = Γ \ G(QS) comes from the realisation of

Einsiedler, Katok and Lindenstrauss that the entropy of measures on X can be split

into contributions coming from the roots of G(QS).

Let Φ denote the set of (non-zero) roots of Gspl, which is the split Q-algebraic

group such that Gspl
F is a form of G. Recall that

G(QS) =
∏
p∈S

(
Gspl(Qp)

)d
, (3.1)

where d = [F : Q], by our assumption that F splits completely over p, and G splits

at all places over p in S, and the bijection fixed in point 6 of Section 1.3. The group

A ≤ G(QS) is a product of (finite index subgroups of) maximal split tori in each of

the factors.

Definition 3.2.4. A prime ν|p ∈ S of F along with a root α ∈ Φ defines a group

homomorphism, αν, of A to R>0 via

αν((aν′)ν′|S) = log |α(aν)|ν ,

called the Lyapunov root associated to α and ν. In other words, the bijection of

(3.1) associates to each prime ν dividing a prime p ∈ S precisely one of the d factors

in the p-summand, and then the Lyapunov root is the projection to this factor followed

by the usual (additive) character associated to α ∈ Φ.

Thus the collection of all Lyapunov roots for G(QS) is equal to ΦLpv := ΣF,S ×Φ.

Given αν ∈ ΦLpv, we consider the root α ofGspl(Qp), which gives rise to a nilpotent Lie

subalgebra uαν ⊂ gν and an abelian one dimensional unipotent subgroup exp(uαν ) =

Uαν ≤ G(Fν) = Gspl(Qp) which is normalised by A.6

Definition 3.2.5. For an element a ∈ A, define the contracted roots of a to be

Φ−
a := {αν ∈ ΦLpv : αν(a) < 0} .

6Notice that in our case, as opposed to [Ein+15], the S-adic group G(QS) is split and so we don’t
need to worry about the possibility of non-irreducible roots, and everything works as though over
an algebraically closed field. In particular, the unipotent subgroups are one-dimensional.
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For any closed subset7 Ψ ⊂ Φ−
a of contracted roots, define

uΨ =
∑
αν∈Ψ

uαν .

We define the stable horospherical subgroup

Ua := ⟨Uαν : αν ∈ Φ−
a ⟩ = exp uΦ

−
a ,

and the groups UΨ = exp uΨ for Ψ ⊂ Φ−
a closed are called the connected a-stable

unipotent subgroups of G(QS).

Example 3.2.6. We give an example of the above facts, just to clarify the ideas.

Suppose that S = {p, q} for p ̸= q, and G = PGL3/Q. Let A be the diagonal matrices,

and a =

1
3

2

 ,

1
2

2

 ∈ PGL3(Qpq). Label the non-zero roots of PGL3

by α(ij) for 1 ≤ i ̸= j ≤ 3 in the usual way. The set of contracted roots is

Φ−
a =

{
α(12)
p , α(13)

p , α(32)
p , α(12)

q , α(13)
q

}
.

Any subset of these forms a closed subset, and the stable horospherical subgroup is the

subgroup

Ua =


1 x y

1
z 1

 ,

1 s t
1

1

 : x, y, z ∈ Qp, s, t ∈ Qq

 .

To define the contribution to entropy that comes from a Lyapunov root, we need

to define leafwise measures. These are similar to conditional measures, but split an

A-invariant measure up over the orbits of a unipotent group U normalised by A.

Definition 3.2.7. Let µ be an A-invariant probability measure on X. For any unipo-

tent subgroup U ⊂ Ua which is normalised by A, there is a system
{
µU
x

}
x∈X of Radon

measures8 on U , called the leafwise measures for U , and a µ-co-null set X ′ ⊂ X

with the following properties:

1. The map x 7→ µU
x is measurable.

2. For every ϵ > 0 and x ∈ X ′, we have µU
x (B

U
ϵ ) > 0.

7Meaning Ψ + Ψ ∩ Φ−
a ⊂ Ψ.

8Radon measures are measures on the σ-algebra of Borel sets such that for every open set U ,
m(U) = sup cpt K⊂Um(K) and every point has a neighbourhood with finite measure.
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3. For every x ∈ X ′ and u ∈ U with u · x ∈ X ′, we have that µU
x ∝ u∗

(
µU
u·x
)
.

4. For every a ∈ A, and x, a · x ∈ X ′, we have that µU
a·x ∝ (Ada)∗

(
µU
x

)
.

5. Suppose Z ⊂ X and that there exists a countably generated σ-algebra A of

subsets of Z such that for any x ∈ Z,

Ux,A := {t : t · x ∈ [x]A}

is open and bounded in U , and [x]A = Ux,A ·x, i.e. atoms of A are orbits of open

pre-compact subsets of U . Then the conditional measures of µ|Z with respect to

A are given by pushforwards of the measures µU
x , i.e. for µ-almost every x ∈ Z,

(µZ)
A
x ∝ x∗

(
µU
x |Ux,A

)
.

We should imagine that given a point x ∈ X, the restriction of µ to the orbit of x is

equal to the pushforward of the leafwise measure at x under the map U → X, u 7→ u·x.
This is not true exactly, but it is the right intuition, as described by point (5) above.

The entropy of the action of a with respect to the measure µ can be calculated

using the leafwise measures for the stable horospherical subgroup Ua, which can then

be decomposed into entropy contributions coming from each of the contracted roots

of a. This allows us to compute precisely the entropy of the Haar measure, as well as

the entropy of other algebraic measures on X, and giving a relationship between the

entropy of the limit of torus orbits and the decay of volume of Bowen balls, as will

be explained in Section 3.5.

Definition 3.2.8. Let U be a connected a-stable unipotent subgroup of Ua, we define

the U-density at x as

Dµ(a, U) := − lim
n→∞

log µU
x

(
Adn

aB
U
1

)
n

.

This measures how concentrated the leafwise measure for U is at x. The entropy

contribution of U is

hµ(a, U) :=

∫
X

Dµ(a, U)dµ.

The main utility of these entropy contributions is the fact that the entropy of a is

precisely the entropy contribution of its stable horospherical subgroup, and that this

breaks up into a sum of the entropy contributions of each of the contracted roots.
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Theorem 3.2.9 ([EK05], Prop 9.4, [EL08], Cor 9.10).

hµ(a) = hµ(a, Ua) =
∑

αν∈Φ−
a

hµ(a, U
αν ).9

We now use this to prove a criterion for a lower bound on the entropy based on

asymptotic volumes of specific subsets called Bowen balls, which are closely related

to the sets Adn
aB

U
1 arising in the definition of the U -density in Definition 3.2.8.

Definition 3.2.10. Let n ≥ 0, and B ⊂ G(QS) (resp. G(A)) be an open neighbour-

hood of the identity. Then we define the n-Bowen ball to be

B(n) := B(n)
a =

n⋂
r=−n

Adr
aB,

and the n-Bowen ball at x ∈ X (resp. x ∈ [G(A)]) to be xB(n). Note that a ∈
G(QS) and so the conjugation action of a is trivial on places of G(A) outside S.

A crucial quantity that will recur throughout this thesis is that of correlation

between measures, previously studied in [Kha17; Kha19a; Kha19b].

Definition 3.2.11. For two probability measures µ, ν and a compactly supported

bounded measurable function f on [G(A)], define the kernel function by

Kf (x, y) =
∑

γ∈G(Q)

f(x−1γy),

which is a bounded function on [G(A)]2. From this, we define the correlation be-

tween µ and ν by

Corr(µ, ν)[f ] =

∫ ∫
Kf (x, y)dµ(x)dν(y).

We write Corr(µ, ν)[B] when f = 1B is the indicator function of a compact subset

B ⊂ [G(A)].

The next proposition is Proposition 3.2 of [Ein+06], and we refer to that paper for

the complete proof. We give a sketch proof here via the characterisation of entropy

with leafwise measures. The idea of the proof is simply that the volume of the Bowen

ball shrinks in the direction of the stable horospherical subgroup and its opposite

unipotent subgroup at a rate proportional to the U -density. Thus if the volume of

Bowen balls shrink rapidly, we expect the entropy to be large.

9Note that this theorem is slightly simpler than the general case since we have no reducible
Lyapunov roots, and so each of the connected a-stable unipotent subgroups Uαν is one-dimensional.
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Proposition 3.2.12. Let a ∈ A, and µ be an a-invariant probability measure on X.

Suppose that there exists B ⊂ G(QS) an open neighbourhood of the identity such that

Corr(µ, µ)[B(n)] ≪ e−2ηn as n→ ∞,

then hµ(a) ≥ η.

Sketch. Suppose we normalise the leafwise measures to satisfy µUαν

x (BUαν

1 ) = 1. The

definition of Corr(µ, µ)
[
B(n)

]
shows that, up to a multiplicative constant bounded in

terms of n,

Corr(µ, µ)
[
B(n)

]
=

∫
X

µ
(
xB(n)

)
dµ(x).

Combining Theorem 3.2.9 and Definition 3.2.8, we see that

hµ(a) = −1

2

∫
X

lim
n→∞

1

n
log

∏
Φ−

a

µUαν

x

(
Adn

aB
Uαν

1

)∏
Φ+

a

µUαν

x

(
Ad−n

a BUαν

1

) dµ(x)

Then, for a fixed point x ∈ X, up to a bounded multiplicative constant, the

volume of xB(n) is equal to∏
Φ−

a

µUαν

x

(
Adn

aB
Uαν

1

)∏
Φ+

a

µUαν

x

(
Ad−n

a BUαν

1

)
.

This is because B(n) is a rectangle which is contracted according to Ada in the stable

directions for a, and is contracted according to Ad−1
a in the unstable directions for a.

Therefore,

hµ(a) = −1

2

∫
X

lim
n→∞

1

n
log
(
µ
(
xB(n)

))
dµ(x)

= −1

2
lim
n→∞

1

n

∫
X

log
(
µ
(
xB(n)

))
dµ(x)

≥ −1

2
lim
n→∞

1

n
log Corr(µ, µ)

[
B(n)

]
≥ η

where the penultimate inequality is Jensen’s inequality, and we can switch the integral

and the limit by dominated convergence since we are assuming that X is a compact

space.

We see that upper bounds on the self-correlation leads to lower bounds on the

entropy. Giving lower bounds on the entropy is crucial to applying the measure

theoretic results of the next section. In particular, we should imagine that the higher
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the entropy, the more well-behaved a measure becomes, until the point where high

enough entropy implies the measure must essentially be the Haar measure. The

strategy of proof for the joint CM case is to show that the entropy is larger than that

of any measure constrained to an intermediate subvariety.

3.3 Measure Theoretic Classifications

Here we recall the work of Einsiedler-Lindenstrauss in [EL15].

Theorem 3.3.1. Let G be a semisimple linear algebraic group over Q, X = G(Q) ∩
KS \G(QS), and A a subgroup of finite index inside the group of QS-points of an S-

split maximal torus defined over QS. Let µ be an A-invariant and ergodic probability

measure on X, and let p ∈ G(QS) be such that Γp ∈ suppµ (where Γ = G(Q) ∩ KS).

Then there exists a reductive linear algebraic subgroup L ≤ G defined over Q with

equal QS-rank to G (i.e. L has the same geometric rank as G and is split over QS)

such that:

(S) The measure µ is supported on the periodic orbit ΓL(QS)p, and L is the smallest

Q-group so that some right translate of ΓL(QS) supports µ.

(D) L is the almost direct product of a Q-anisotropic Q-torus LT and semisimple

algebraic Q-subgroups LI ,LR,LZ. Furthermore, if we set for t ∈ {T, I, R, Z}
the group At to be A ∩ p−1Lt(QS)p, then

Ă := ATAIARAZ ≤ A

has finite index.

(T) The quotient (LT (QS) ∩ Γ)\LT (QS) is a compact abelian group, and there exists

a closed subgroup T ⊂ LT (QS) containing pATp
−1 so that µ is p−1Tp-invariant

and (T ∩ Γ)/T is compact.

(I) There exists a finite index subgroup LI < p−1LI(QS)p that is normalized by AI

such that µ is LI-invariant and for µ-almost every x, the orbit xLI is periodic.

(R) The algebraic subgroup LR is an almost direct product LR =
∏

i LR,i of Q-

almost simple algebraic groups, and AR contains the product of the subgroups

AR,i = A ∩ p−1LR,i(QS)p as a finite-index subgroup and rank(AR,i) = 1 for all

i.
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(Z) hµ(a) = 0 for all a ∈ AZ.

This means that the possibilities for ergodic measures invariant under tori are

fairly restricted by the algebraic structure of the group G, especially if the relevant

algebraic subgroups L ≤ G are simple.

While we do not directly use this Theorem in the thesis, we state it in its full form

here because this is a crucial barrier to completing the cases of single equidistribution,

and therefore we wish to add a short discussion here to highlight this obstruction.

When proving a joint equidistribution theorem, it is certainly necessary to know single

equidistribution (by projecting onto either coordinate), and in fact the present method

of proving joint equidistribution requires the knowledge of single equidistribution (see

the next section on the classification joinings).

In current cases where single equidistribution is known via an ergodic method, the

result above is key. In rank 1 situations this theorem is extremely effective, since it

implies that as soon as the entropy is positive, the measure must be algebraic (since

toral measures cannot have positive entropy). More generally, the theorem simplifies

under the following:

Assumption 3.3.2. Suppose that every reductive Q-anisotropic subgroup of G with

equal rank to G is simple.

When Assumption 3.3.2 holds, the decomposition in Theorem 3.3.1 simplifies par-

ticularly when hµ(a) > 0 for some a ∈ A. With this positive entropy assumption, we

see that the measure µ must be essentially the pushforward of the Haar measure from

L to ΓL(QS)p, in other words the measure µ must be algebraic. Even here however,

the algebraic measures on these intermediate subgroups do have positive entropy, and

are hard to rule out without very good bounds on the correlations of tori, which are

currently out of reach. The possible existence of non-algebraic periodic measures in

the general case is an extremely serious obstacle, which appears to be even more

intractable.

Another method of trying to prove equidistribution relies on proving that hµ(a)

is very close to hHaar(a) and then using a measure rigidity theorem (which says that

there is a unique measure with near maximal entropy, the Haar measure). It seems

that this method may be the only way to approach the single equidistribution of the

unitary groups.
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3.3.1 Classification of Joinings

Another crucial result of Einsiedler and Lindenstrauss is on joinings of Haar measures

on homogeneous spaces. Before stating the result, we require some definitions, and

we add some discussion on when these definitions apply.

Definition 3.3.3. Let X be an S-arithmetic quotient of a perfect (i.e. equal to its

commutator subgroup) connected linear algebraic group G (which we will later take to

be P or G×G). We say that X is saturated by unipotents if the group generated by

all unipotent elements of G(QS) acts ergodically on X.

Definition 3.3.4. A subgroup A < G(QS) is said to be of class-A′ if it can be

simultaneously diagonalised (i.e. it is semi-simple and abelian) so that for every

a ∈ A and each p ∈ S, the projection of a to G(Qp) has eigenvalues which are all

powers of a fixed λp ∈ Q∗
p with |λp|p ̸= 1.

A homomorphism a : Zd → G(QS) is said to be of class-A′ if it is a proper map

and its image a(Zd) is of class-A′.

The following is the main result of [EL17] (Theorem 1.4 in loc. cit.).

Theorem 3.3.5. Let r, d ≥ 2, G1, ...,Gr be semisimple algebraic groups defined over

Q that are Q-almost simple, and G =
∏r

i=1Gi. Let Xi = Γi \Gi(QS) be S-arithmetic

quotients saturated by unipotents, and let X =
∏

iXi. Let ai : Zd → Gi(QS) be

proper homomorphisms so that a = (a1, ..., ar) : Zd → G(QS) is of class-A′, and set

A = a(Zd). Suppose that µ is an A -invariant and ergodic joining of the actions of

Ai = ai(Zd) on (Xi,mXi
). Then µ is an algebraic measure defined over Q.

There is another important theorem that we need (Theorem 1.6 in loc. cit.).

Theorem 3.3.6. Let r ≥ 1, d ≥ 2, and G1, ...,Gr be semisimple algebraic groups

defined over Q that are Q-almost simple, G =
∏r

i=1Gi. Let V be a linear Q-

representation of G that doesn’t contain the trivial representation, and set P = G⋉V.
Let Xi = Γi \Gi(QS),W = Λ \ V(QS) be S-arithmetic quotients which are saturated

by unipotents. Let a : Zd → P(QS) be a class-A′ map, and set A = a(Zd). Then

any A-invariant and ergodic measure µ on
∏r

i=1Xi ×W which projects to the Haar

measure on
∏r

i=1Xi is an algebraic measure defined over Q.

We now give a discussion on the situations in which the conditions of properness,

saturation by unipotents, and class-A′ hold, as well as a standard gluing procedure

to deduce an adelic statement. We also consider certain reductions that can be

60



performed, e.g. to assume that V is irreducible (or zero). One obstacle to applying

these theorems directly to our situation is that the S-arithmetic quotients we are

considering may not be saturated by unipotents, since the group generated by all

unipotents may be a finite index subgroup. However, we can apply the theorem to

each component of X which looks like an S-arithmetic quotient of the group Gsc, as

discussed below.

Class-A′ subgroups of tori

Suppose that A is a subgroup of finite index inside the group of QS-points of an

S-split maximal torus in G(QS). How does invariance under A relate to the class-A′

subgroups that are required in the joinings classifications?

By construction, A is finite index subgroup inside a split maximal torus of G(QS),

and therefore taking eigenvalues identifies it with a finite index subgroup of
(
Q×

S

)rank(G)

(there may be more eigenvalues, but they will be monomial functions of this set of

‘free’ eigenvalues, for example in SL2 the diagonal torus has two eigenvalues, but

really we should think of it as having 1 after we’ve made a choice). Pick an element

λν ∈ Q×
ν for each place ν ∈ S such that |λν |ν ̸= 1, and λ∞ > 0 if ∞ ∈ S. For each ν,

we have a map

aν : Zrank(G) →
(
Q×

ν

)rank(G)

sending (n1, ..., nrank(G)) 7→
(
λn1
ν , ..., λ

nrank(G)
ν

)
. These combine to give a homomorphism

a : Z|S|rank(G) →
(
Q×

S

)rank(G)
. Some finite index subgroup of Z|S|rank(G) will have image

inside A, and we can relabel a : Z|S|rank(G) → A from this subgroup. Clearly, this is a

class-A′ subgroup of A such that any QS-algebraic subgroup of G(QS) which contains

a(Z|S|rank(G)) must contain A.

This construction gives us the proper class-A′ homomorphisms that we use in

both the joint case and the Kuga-Sato case.

Saturation by Unipotents

Saturation by unipotents relates to the subgroup generated by all unipotents. Since

saturation by unipotents is obviously guaranteed for S-adic quotients of V, we will

restrict ourselves to the semisimple group G.

Definition 3.3.7. Let G(A)+ be the subgroup generated by all unipotents of G(A).
For any subgroup H < G(A), we define H+ := H ∩G(A)+. Also, let Gsc denote the

simply connected cover of G, which admits a central isogeny to G.
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See [Mar91, §1.5.2] for a more general definition. We summarise some relevant

facts about this construction.

Proposition 3.3.8. 1. G(QS)
+ is equal to the commutator subgroup of G(QS).

2. For any f : G → G′ a central Q-isogeny, f(G(QS)
+) = G′(QS)

+.

3. Gsc(QS)
+ = Gsc(QS).

4. G(QS)
+ is an open normal subgroup of finite index in G(QS). G(A)+ is a

normal subgroup of G(A), which may not be of finite index.

5. G(QS)
+ = im (Gsc(QS)) under any central isogeny Gsc → G.

Proof. The first four are contained in [Mar91]. See Theorems 1.5.6, 1.5.5 and 2.3.1.

The final part follows immediately from 2 and 3.

We see that Γ \G(QS) can be written as a disjoint union of finitely many locally

homogeneous spaces for Gsc, all of which are in bijection. That is, if we choose

representatives ωi for the quotient

Γ \G(QS)/G(QS)
+ =

⊔
j

ΓωjG(QS)
+,

then we can write

Γ \G(QS) =
⊔
j

Γωj ·G(QS)
+.

Since G(QS)
+ ⊂ G(QS) is normal, we get

ΓωjG(QS)
+ = Γ \ ΓG(QS)

+ωj
∼= Γ \ ΓG(QS)

+ ∼= Γ̃ \Gsc(QS),

where Γ̃ is the preimage of Γ under a choice of central isogeny Gsc → G. Now, note

that any locally homogeneous space for Gsc is saturated by unipotents by Proposition

3.3.8. Therefore, we can apply the joinings results to these components individually.

3.3.2 Measures on P

In this section, we use the classification of joinings to study measures on P = G⋉V
which project to the Haar measure on G.

More precisely, let µ be a probability measure on [P(A)] such that the projection

of µ to [G(A)] is equal to the Haar measure. Suppose further that µ is invariant under

A+. Then it is also invariant under A′ := A+ ∩ im(a), which is a class-A′ subgroup

of A+.
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Now, we can decompose µ into its ergodic components (using Proposition 3.1.7)

with respect to the class-A′ subgroup A′, to get

µ =

∫
M([P(A)])A′

λdP(λ),

which is supported on the A′-invariant and ergodic measures. Clearly, since A′ ⊂
A+ ⊂ G(AS)

+, by ergodicity it must be the case that almost all the components λ are

supported on a single orbit of P(A)+ := G(A)+ ⋉V(A), say [ωP(A)+]. By normality,

we get that λ is supported on some [P(A)+ω]. In fact, the ergodic components are

understood very well as shown in the following Theorem.

Theorem 3.3.9. Assume V contains no copy of the trivial representation of G. Let

µ be a probability measure on [P(A)] such that the projection of µ to [G(A)] is equal

to the Haar measure. Suppose µ is A+-invariant. Then the A+-ergodic decomposition

of µ is of the form

µ =

∫
M([P(A)])A′

λdP(λ)

where each λ in the support of P is the algebraic measure supported on [L(A)+ξ] for
some Q-group L < P which is G⋉V′ for some G-subrepresentation V′ < V.

We will now prove this theorem by applying the joinings theorem successively to

S ′-adic quotients where S ′ ⊃ S is an increasingly large finite set of places. For such

a set S ′, we can consider the quotient

XK,S′ ∼= P(Q) \ P(AQ)/KS′
.

Since we have already chosen S large enough such that there is only one S-adic

quotient in this adelic quotient, the same will be true for S ′. The push-forward

measure λS′ is A′-invariant and ergodic on XK,S′ . Furthermore, it will be supported

on [P(QS)
+ω]S′ , and its projection to the S ′-adic quotient of G(QS) will be a G(QS)

+-

Haar measure.

We are now in the position of Theorem 3.3.6, where we restrict to the locally

homogeneous space [P(QS′)+ω], which is the subject of Theorem 3.3.6 with the Gi’s

replaced by their simply connected covers. Thus the measure λS′ is an algebraic

measure defined over Q. Since this applies to the simply connected cover, we translate

that to XK,S′ to see that λS′ is the periodic measure on [LS′gS′ ] where LS′ is of

finite index in L(QS′) ∩ P(QS′)+ for some Q-subgroup L < P, which projects onto

G surjectively. At this point, notice that g−1
S LSgS contains A′, and is a finite index

subgroup of an S-adic algebraic group, so it contains A+. Thus the component
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λS′ is in fact A+-invariant and ergodic rather than simply A′-invariant and ergodic.

Thus the ergodic decomposition we have given can equally be seen as an A+-ergodic

decomposition.

Lemma 3.3.10. The group L is isomorphic to G⋉V′ for some G-subrepresentation

V′ < V. In fact, they are conjugate via an element of V(Q).

Proof. The first statement is essentially proven in [Kha19b, Theorem 3.2]. We have

the short exact sequence,

1 → V ∩ L → L → G → 1.

This is the Levi decomposition of L, and so L ∼= G′ ⋉ V′ where G′ < P surjects

onto G (and therefore is reductive and isogenous to G). Since G′ is a reductive Q-

group, it is conjugate over Q to a subgroup of G by Lemma 2.5 of loc. cit., and by a

simple calculation the conjugating element in P(Q) can actually be chosen in V(Q).

Therefore we must actually have that G′ is isomorphic (and conjugate) to G. Since

conjugation doesn’t change a G-subrepresentation of V, we get the result.

Lemma 3.3.11. For any L as described above, L(QS′)∩P(QS′)+ = L(QS′)+. There-

fore, L(QS′) ∩ P(QS′)+ does not contain any proper finite index subgroups.

Proof. When L = G ⋉ V′, recall that P(QS′)+ = G(QS′)+ ⋉ V(QS), and so the

result is clear in this case. When L ∼= G⋉ V′ are simply conjugate by an element of

v ∈ V(Q), then by the fact that unipotence is preserved by conjugation, we see that

L(QS′)+ = v(G(QS′)+ ⋉V′(QS′))v−1. By the normality of P(QS′)+, we see

L(QS′)+ = v(G(QS′)⋉V′(QS′))v−1 ∩ P(QS′)+ = L(QS′) ∩ P(QS′)+.

The final claim is Corollary 1.5.7 of [Mar91].

We now use this S ′-adic result to prove the following proposition:

Proof of Theorem 3.3.9. This is a standard procedure, as can be found in the proof of

Theorem 4.4 of [Kha17]. We simply need to identify the possible ergodic components

λ. By the discussion and lemmas above, we see that the projection, λS′ is the periodic

measure on [LS′(QS′)+gS′ ] for some gS′ ∈ P(QS′).

Given an extension S ′ ⊂ S ′′, we project [LS′′(QS′′)+gS′′ ] to XK,S′ and compare it

with [LS′(QS′)+gS′ ]. These must be equal since they are both the projection of λ to

XK,S′ . Therefore,

g−1
S′′LS′′(QS′)+gS′′ = g−1

S′ LS′(QS′)+gS′ ,
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and γ(gS′′)S′ = lgS′k for some γ ∈ P(Q), l ∈ LS′(QS′)+ and k ∈ KS′

S′′ . This implies

that LS′′ = AdγLS′ , and in fact after relabelling we can assume they are equal and

that gS′′ = gS′k.

Taking a well-ordered direct system of finite sets, {S ′}, each containing S that

cover all places ofQ, we see that there is a group L, an element gS ∈ P(QS) and k ∈ KS

such that every projection is the periodic measure on [L(QS′)+gSk]. Therefore λ is

equal to the periodic measure on [L(A)+gSk]. If L is conjugate to G ⋉ V′ by an

element v ∈ V(Q), we can assume they are equal after replacing gSk by vgSk.

The following proposition shows that we can really reduce to the case where V is

irreducible. It will be used in the proof of Proposition 2.6.3 at the end of Section 3.6.

Proposition 3.3.12. For any irreducible G-representation W and non-zero Q-linear

morphism f : V → W, we may construct a map

πf : P → G⋉W =: PW

coming from the identity on G and the morphism f on V. Suppose, in addition to the

assumptions of Theorem 3.3.9, that πf,∗µ is a PW(A)+-invariant measure on [PW(A)]
for any such f : V → W, then µ is P(A)+-invariant on [P(A)].

Proof. The ergodic decomposition of µ with respect to A+, when pushed forward by

πf gives an ergodic decomposition

πf,∗µ =

∫
πf,∗λdP(λ).

The measure on the left is, by assumption, invariant under PW(A)+, and so we have

an A+-ergodic decomposition of this measure. It suffices to prove that the A+-ergodic

components are also PW(A)+-invariant and ergodic. Assuming this, almost all λ will

be such that πf,∗λ is PW(A)+-invariant for all f . This means that the Q-group G⋉V′

associated to λ must surject onto G ⋉W for all non-zero maps f : V → W. By the

semi-simplicity of finite-dimensional representations of semisimple algebraic groups

in characteristic 0, [Mil15, Prop 22.137], this implies V′ = V. Therefore almost all

A+-ergodic components of µ are P(A)+-invariant, so µ is P(A)+-invariant as required.
It remains to prove the claim (a strengthening of Lemma 3.7 of [Kha19b]) that for

a PW(A)+-invariant measure, almost all its A+-ergodic components are also invariant

and ergodic with respect to PW (A)+. By lifting to the simply connected cover, we can

consider a PW(A)+-invariant measure as a Psc
W(A)-invariant measure on [Psc

W(A)]. The
argument of Khayutin using the Mautner phenomena and [GMO08] therefore proves

that the Asc-ergodic components of this measure are Psc
W(A)-invariant, and this proves

the claim.
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3.3.3 Measures on G×G

The proof of the following result is very similar to the proof of the previous section,

and in fact is almost identical to Section 4 of [Kha17] so we simply state the result.

Theorem 3.3.13. Let µ be an (A+)
∆
-invariant probability measure on [(G×G) (A)]

and assume that both projections of µ are G(A)+-invariant. The ergodic decomposi-

tion of µ with respect to (A+)∆,

µ =

∫
M([(G×G)(A)])

λdP(λ), (3.2)

has the property that P is supported on the subset of algebraic measures. Moreover,

for almost all the algebraic measures λ in the support of P the associated Q-group L <

G×G is isogenous either to G or G×G and projects surjectively on each component,

and λ is the algebraic measure supported on [L(A)+ξ] for some ξ ∈ (G×G) (A).

3.4 Intermediate Subgroups

It is clear from the Theorems (e.g. 3.3.1 and 3.3.13) that it is important to have a

good understanding of the subgroups of maximal rank in algebraic groups over Q.

We analyse the general case here, and then investigate specific groups of interest.

Proposition 3.4.1. Let G be a reductive group scheme defined over Q. Now, suppose

T is a maximal torus, defined but not necessarily split over Q, such that T splits over

any of the places in S. Let H be a connected reductive subgroup

T ≤ H ≤ G

defined over Q, necessarily with the same rank as G over QS. Then for any p ∈ S,

HQp = ZGQp

(
Z
(
HQp

))◦
,

i.e. these two groups have the same connected component, and therefore the same Lie

algebra.10 In fact, the same statement also holds over any finite extension K/Q for

which T splits.

10Note, the fact that T splits over S is the crucial condition here that simplifies the set-up compared
to the general statement in [Leh12].

66



This Proposition simply verifies that when the maximal torus is split the results of

Borel-de Siebenthal still hold even when the (characteristic 0) field is not algebraically

closed. In [Leh12], a general statement is proven over any base scheme. Since we do

not require the strength of that result, and the proof of this intermediate result is

simpler, we will use this weaker result.

Proof. Pick a place p ∈ S, and consider the groups

TQp
≤ HQp

≤ GQp

which are now all split reductive groups over Qp, which is an algebraically closed

field of characteristic 0. Consequently, the Lie algebra hQp
⊂ gQp

contains the Cartan

subalgebra tQp
, so is of the form

hQp
= tQp

⊕
⊕
α∈R′

gα

for some symmetric (as H is reductive) subset R′ ⊂ R of the roots of g. Since h is a

subalgebra, the subset R′ ⊂ R is closed in the sense that if α, β ∈ R′, α+ β ∈ R then

α+β ∈ R′. This follows since we are over an algebraically closed field of characteristic

zero by [Mil13, Prop 8.46]. We now wish to show that ZR′ ∩R = R′.

Suppose not, then we can find ρ =
∑

α∈R′ cαα ∈ ZR′ ∩ R \ R′, where cα ≥ 0 (can

be arranged by the symmetry of R′), and
∑

α cα is minimal in ZR′ ∩R \R′.

Now, for each β ∈ R′ with cβ > 0, we must have that

ρ− β = (cβ − 1)β +
∑

α∈R′\β

cαα ̸∈ R′

otherwise since R′ is closed, we would get ρ ∈ R′, a contradiction. By the minimality

of ρ, we must have that ρ − β ̸∈ R. Therefore, we must have that ⟨β, ρ⟩ ≤ 0. By

linearity, it follows that ⟨ρ, ρ⟩ ≤ 0, so ρ = 0, a contradiction since 0 ̸∈ R.

Therefore, by [Leh12, Proposition 1.1] (which we may apply by the assumption

that T is split over Qp), we see that

HQp = ZGQp

(
Z
(
HQp

))◦
,

as required.11

Corollary 3.4.2. For groups of type Ad
n (i.e. a product of d copies of An) over QS,

the maximal connected reductive subgroups containing a split maximal torus are the

product of a Levi subgroup and its centraliser inside the given torus.
11Note that HQp

is connected since H is, by [Mil15, Prop 1.14].
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Proof. By Proposition 3.4.1 and its proof, it suffices to classify the closed root subsys-

tems of the root systems An. The results of Borel-de Siebenthal in the algebraically

closed case prove that these are given by the root systems of the Levi subgroups.

3.4.1 Quaternion Algebras

Let B/F be a quaternion algebra over a totally real field F , and consider the group

G = ResF/QPB
×. The Lie algebra of G is given by the Q-vector space

g := B/Z(B).

Proposition 3.4.3. Suppose that H ≤ G is a connected reductive Q-anisotropic Q-

subgroup with maximal rank (i.e. rank [F : Q]) over p. Then H is either a torus, or

is equal to G.

Proof. Take the preimage, h̃, of h = Lie(H) under the map B → g and extend scalars

to Qp. By Corollary 3.4.2, the corresponding Qp-vector subspace of B is the Lie

algebra of a Levi subgroup (and the entire split torus) which is a semisimple Qp-

algebra (this can be checked simply by looking at the Levi subgroups of GLn since

we have the splitting condition).

Therefore h̃ is a semisimple sub-Q-algebra of B. However, since h̃ has maximal

rank, it must contain the centre F ⊂ B, and therefore by Artin-Wedderburn, h̃ is

equal to B or K for some quadratic extension K/F . In the first case H = G, and in

the second H is abelian.

3.4.2 Unitary Groups

We now use Proposition 3.4.1 to analyse the maximal rank Lie subalgebras of Lie(PGU),
which is a Q-Lie algebra. Now,

g =
{
A = −AT ∈Mr(K)

}
is simply a Q-vector space with the usual Lie bracket.

Proposition 3.4.4. Suppose that L ≤ PGU is a reductive Q-anisotropic Q-subgroup

with maximal rank over p. Then L is a unitary group associated to an involution of

the second kind12 onMn(D), where D/K is a division algebra of dimension m2[Z(D) :

K]such that nm[Z(D) : K] = r. In particular, if r is not prime, there are non-toral

proper intermediate subgroups of this kind.

12i.e. one that restricts to complex conjugation on the K
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Proof. Let h = Lie(L) ≤ g. Notice that we no longer have an algebra structure on

g. However, we do have one on g̃K = Mr(K) since PGU splits over K. By the same

argument as in Proposition 3.4.3, the Lie algebra h̃K will be a semisimple sub-K-

algebra ofMr(K), and this algebra is preserved (not pointwise) by the automorphism

A→ A
T
. To see this, notice that h̃K is the set of elements of the form h+ ζl, where

h, l ∈ h̃ and ζ is any element of K× with trace zero to F .

Therefore by Artin-Wedderburn

h̃K =
k∏

i=1

Mni
(Di)

where eachDi is a division algebra overK of dimensionm2
i [Z(Di) : K], and

∑
i nimi[Z(Di) :

K] = r. This has k characters defined over Q (the determinant composed with the

norm on each simple factor), and so if L is Q-anisotropic, we must have k = 1

(recalling that we will quotient by the centre). Therefore,

h̃K ∼= Mn(D)

and nm[Z(D) : K] = r. The involution induced on this is an involution of the second

kind (as it restricts to complex conjugation on K), and so the corresponding algebraic

group is a unitary group associated to this involution and Mn(D).

For the final statement, suppose that r = ab is not prime, then we can find a

degree a totally real extension L/F and then the embedding

ResL/FPGUb ↪→ PGUr,F

gives such an intermediate subgroup.

This shows that when the rank is not prime, there are serious obstructions to a

low entropy method of proving single equidistribution in the unitary case. If r is

prime, such a method may work quite well (for a related result see Corollary 1.7 of

[Ein+06]).

3.4.3 Intermediate Subgroups in Joint Setting

For the joint setting, the intermediate subgroups to be avoided in Theorem 3.3.13 are

much simpler.
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Proposition 3.4.5. Suppose we fix a splitting Out(G) → Aut(G) (just so that we

can act on G by an outer automorphism). Then in Theorem 3.3.13 we may assume

that L is either G×G, or

Gρ := {(x, y) : y = ρ(x)} < G×G

where ρ = ρ0◦f is the composition of an element f ∈ AutQ(F ) is a field automorphism

of F/Q and ρ0 ∈ Out(G) is an outer automorphism.

Proof. If L is isogenous to G × G, then L(Qp) < (G × G)(Qp) has finite index,

and therefore L(A)+ = (G × G)(A)+ (alternatively this follows immediately from

Proposition 1.5.5 of [Mar91]).

If L is isogenous to G, then consider the following diagram

Gsc Gsc

L G

Gsc G

π1

π2

Here, the maps Gsc → G and Gsc → L are given by the surjective maps with central

kernel (the map to L exists as L is isogenous to G). The dotted maps exist by

the universal property of the simply connected cover. Note that they must all be

isomorphisms. Therefore, going from the bottom left to the top right of the diagram

constructs an automorphism ρ ∈ Aut(Gsc) such that L is the image of the subgroup

Gsc ∼= {(x, ρ(x))} < Gsc ×Gsc under the projection map

Gsc ×Gsc → G×G.

The automorphisms of the restriction of scalars of an absolutely almost-simple simply-

connected F -group are known by [CGP15, Prop A.5.14]. They are given by a compo-

sition of an element of Aut(F/Q) with an automorphism of Gsc (i.e. the group over

F ). The field automorphisms preserve the inner automorphism group, and so since

we may replace L by any conjugate subgroup in Theorem 3.3.13, we can use just the

outer automorphism group of Gsc. This is equal to the outer automorphism group of

G, and so we obtain the result.

Since the automorphisms of the field F do not significantly change the problem of

bounding the correlation, we will focus on the diagonal possibly twisted by an outer

automorphism over F . In fact, in this thesis we will only consider the correlation for

the quaternionic groups G = PB× and so have only the diagonal to discuss.
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3.5 Further Results on Entropy

Suppose that we have a measure µ as in Theorem 3.3.1. Then we would like to know

an lower bound on its entropy. The measure µ is associated to a reductive linear

algebraic subgroup L ≤ G defined over Q, and in fact the measurable space (X,µ) is

measurably isomorphic to a measure on an S-adic quotient of L. Therefore, by the

leaf-wise computation of entropy (Theorem 3.2.9), we gain the following proposition:

Proposition 3.5.1. Let µ be the A-invariant and ergodic probability measure de-

scribed in Theorem 3.3.1 , and a an element of A. Let ΦL,+
Lyp ⊂ Φ+

Lyp be the subset of

positive Lyapunov roots αν which are also Lyapunov roots of L. Then, then entropy

of µ with respect to a satisfies

ha(µ) ≤ −
∑

αν∈ΦL,+
Lyp

αν(a).

Let χa denote the maximal value of the right hand side as L varies over all proper

anisotropic subgroups of G. If µ is A-invariant and ergodic on X with ha(µ) > χa,

then µ dominates a non-trivial convex combination of G(QS)
+-invariant probability

measures.

This may be useful in proving some surjectivity of the limit of toral measures onto

a finite quotient, but is too naive to gain full equidistribution. We will see later that

we must consider correlations in order to fully rule out the intermediate measures.

We can also consider this in the case of Theorem 3.3.9, where we are considering

measures on P that project to G(A)+-invariant measures on [G(A)]. In this case we

get the following:

Proposition 3.5.2. Let µ be as in Theorem 3.3.9 with L = G, where we are assuming

now that the representation V is irreducible. Then

ha(µ) ≤ −
∑

αν∈ΦG,+
Lyp

αν(a).

Proof. This is clear, since the translate of G is measurably isomorphic to G itself.

We can prove a similar result in the joint setting, except that now it is only the

diagonal or twisted diagonal algebraic measures which need to be avoided.
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Proposition 3.5.3. Consider the set-up of Theorem 3.3.13. Suppose that the P-

measure of algebraic measures λ supported on L ∼= G is 0 ≤ ϵ ≤ 1, then

ha(µ) = −(2− ϵ)
∑

αν∈ΦG,+
Lyp

αν(a).

Another interesting consequence of Proposition 3.4.1 and Theorem 3.2.9 is the fact

that in the single equidistribution case we can (up to a point) distinguish algebraic

measures on different intermediate subgroups by their entropy. However, since the

entropy is only really measuring the action at places S where the torus A+ has a

component, we can only expect to relate the subgroups at the S-adic places. This is

precisely what we can do. Note also that we still have no chance of understanding

the non-algebraic measures.

Proposition 3.5.4. Suppose that the two algebraic measures, µ, µ′ associated to A+-

invariant homogeneous subsets [L(A)+ξ] , [L′(A)+ξ′] ⊂ [G(A)+] satisfy the property

that

∀a ∈ A+, hµ(a) = hµ′(a).

Then in fact L,L′ are forms of the same algebraic group. In particular, for any prime

p ∈ S, LQp ,L′
Qp

are isomorphic split algebraic groups over Qp.

Proof. The entropy condition translates via the leafwise decomposition of entropy to

the statement that the homomorphisms

hµ(•) =
∑

α∈ΦL,+
Lyp

αν

(
ξ • ξ−1

)
: A+ → R

and

hµ′(•) =
∑

α∈ΦL′,+
Lyp

αν

(
ξ′ • (ξ′)−1

)
: A+ → R

are equal. Since A+ breaks up as a product of local places, this is equivalent to the

local homomorphisms, hpµ and hpµ′ , being equal. In the local case, the equality of

Proposition 3.4.1

L(Qp) = ZG(Qp) (Z(L(Qp))
◦

guarantees that hpµ vanishes precisely on Z(ξ−1L(Qp)ξ). Therefore

Z(ξ−1L(Qp)ξ) = Z
(
(ξ′)−1L′(Qp)ξ

′) ,
and again by the above centraliser relation,

ξ−1L(Qp)ξ = (ξ′)−1L′(Qp)ξ
′.

Therefore L,L′ are forms over Q of the same split group over Qp.
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This will not be used in this thesis, however we record since it means that were a

correlation approach similar to this be applied to a setting with intermediate algebraic

measures, the uniformity of the bound in Theorem 3.6.1 need only be proven on a

group by group basis.

3.6 Sequences of Toral Sets and Equidistribution

Up until this point, we have considered only a single measure. All of this discussion

will be applied to the weak-* limit of a sequence of partial periodic toral measures.

We discussed in 3.2.1 the relationship between volumes of Bowen balls and entropy of

a single measure. We now adjust this result to consider conditions on the volumes of

Bowen balls of the toral measures and how this effects the entropy of the weak-* limit.

This will then be compared with the entropy bounds above to deduce equidistribution

in general from bounds on the correlations.

Theorem 3.6.1. Suppose that X = [G(A)], [(G×G)(A)] or [P(A)], that µi is a

strict sequence of A+-invariant periodic measures on X, and that µ is a weak-* limit

of {µi}i. Let M be the space of ergodic A+-invariant measures on X so that we can

write the ergodic decomposition of µ with respect to A+ as

µ =

∫
M
λdP(λ),

where P is a probability measure on M, the space of A+-invariant measures on X.

Let a ∈ A+ be a regular element (meaning that for all Lyapunov roots αν for places

ν ∈ S, αν(a) ̸= 0). The entropy with respect to a is an additive measurable function

h•(a) : M → R≥0.

For an interval I ⊂ R≥0 and a subset CM ⊂ M, define MI := h•(a)
−1(I) and

CI
M := CM ∩MI .

Let fn = 1B(n) be the indicator of the Bowen ball B(n) of level n ≥ 1 formed using

the regular element a ∈ A+ and subset B ⊂ G(A) or P(A). Suppose that for some

finite-length interval I ⊂ R≥0 and compact subset CM ⊂ M, there are constants

C, ϵ > 0 (allowed to depend on I, B, CM but not on n and i) such that

∀n ≥ 1, ∀λ ∈ CI
M,Corr(µi, λ)[f

n] ≤ Ce−2(supI+ϵ)n + oI,B,CM(1) as i→ ∞.

Then P
(
CI

M
)
= 0.
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Proof. By the strictness assumption, we know that µ is a probability measure. Split

the ergodic decomposition up as

µ =

∫
MIc

λdP(λ) +

∫
MI

λdP(λ).

Since µ is a probability measure, there is a constant c and probability measures µ0

on X and PI on MI such that this decomposition is written

µ = (1− c)µ0 + c

∫
MI

λdPI(λ).

The assumption of the theorem is that c > 0 so that we can choose a compact subset,

CM ⊂ M, such that PI(CM) > 0, and condition PI on this CM to get a compactly

supported probability measure

Q(A) =
PI(CM ∩ A)

PI(CM)
.

Since f = fB is a non-negative test function,

Corr

(∫
λdQ(λ),

∫
λdQ(λ)

)
[f ] =

1

cPI(CM)
Corr

(
c

∫
CI

M

λdP(λ),

∫
λdQ(λ)

)
[f ]

≤ 1

cPI(CM)
Corr

(
µ,

∫
λdQ(λ)

)
[f ]

≤ 1

cPI(CM)
lim sup

i→∞
Corr

(
µi,

∫
λdQ(λ)

)
[f ].

For contradiction we assume that for some A, ϵ > 0,

∀n ≥ 1,∀λ ∈ supp(Q),Corr (µi, λ) ≤ Ae−2(h+ϵ)n + o(1), as i→ ∞.

where h = sup I. Since these constants are uniform over supp(Q), we obtain

Corr

(∫
λdQ(λ),

∫
λdQ(λ)

)
[f ] ≤ A

cPI(CM)
e−2(h+ϵ)n.

Then additivity of entropy and Proposition 3.2.12 implies that∫
hλ(a)dQ(λ) = h∫ λdQ(λ)(a) > sup I,

which is a clear contradiction since by definition hλ(a) ≤ sup I for any λ ∈ h•(a)
−1(I).
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This result will ultimately lead us to a proof by contradicting the final inequality.

In simpler words, if for a compact collection of ergodic A+-invariant measures, we can

show that the correlation of µi with these measures decays rapidly enough, then in fact

none of these measures contribute to the limit measure µ. The aim will be to apply

this to any compact subset not including the G(A)+-invariant measures. However, we

must point out that the constants A, ϵ that we construct must be uniform over CI
M,

so we must pay very close attention to our bounds on the cross correlations to ensure

this uniformity. One final piece we must know about toral sets is by how much we

can drop the assumption of A+-invariance. We certainly need splitting at the places

in S, but it may be possible to let the particular split torus vary. For this, we must

look at the discriminant map from the variety of split tori.

Proposition 3.6.2. Let p be a finite prime, and A ⊂ G(Qp) a split maximal torus.

The variety of split maximal tori in G(Qp) is given by G(Qp)/NG(Qp)(A), and the

discriminant map

discp : G(Qp)/NG(Qp)(A) → R+

is proper.

This fact is stated for G = SL2 in Khayutin’s work, quoting [Ein+06] - here we

give the general case.

Proof. The fact that the variety of maximal split tori is equal to G(Qp)/NG(Qp)(A)

follows directly from the result of Grothendieck that in G(Qp) all maximal split tori

are G(Qp)-conjugate.

From the Iwasawa decomposition, we know that if we pick a Borel subgroup

containing A, then G(Qp) = KAN for a compact subgroup K ≤ G(Qp) and the

corresponding unipotent radical N . Consequently, the map

K ×N → G(Qp)/NG(Qp)(A)

is surjective, and so to prove the proposition it suffices to prove that the composite

map

n
exp−−→ N → G(Qp)/NG(Qp)(A) → R+

is proper. By the relation Ad ◦ exp = exp ad, we see that for an element u ∈ n, the

corresponding split torus has a basis of its Lie algebra given by{
∞∑
j=0

1

j!
ad(u)jfi

}
i=1,...,r

75



where {fi}i=1,...,r is a basis for the Lie algebra of A. Therefore the discriminant is the

denominator of
∞∑
j=0

1

j!
ad(u)jf1 ⊗ ...⊗

∞∑
j=0

1

j!
ad(u)jfr.

It is easy to see from this that if we express u =
∑

σ∈Σ+ tσuσ for fixed uσ ∈ nσ and

tσ ∈ Qp, then the discriminant tends to infinity as maxσ|tσ|p → ∞, thus proving that

this map is proper.

This proposition means that under the assumption of bounded discriminants we

can remove the condition that all the tori are A+-invariant.

Proposition 3.6.3. Let [Tili] ⊂ [G(A)] be a sequence of homogeneous toral sets, with

associated periodic probability measures µi. Provided that

∀p ∈ S, discp([Tili]) ≪ 1

then there is a pre-compact sequence {ξi}i ⊂ G(QS) such that [Tiliξi] is A
+-invariant.

If the sequence {µi}i is tight and µi → µ, a probability measure, then by passing to

a subsequence we may assume that there is a convergent sequence ξi → ξ such that

ξi,∗µi → ξ∗µ is a weak-* convergence of A+-invariant probability measures.

Proof. This follows directly from the fact that the local discriminant maps are proper.

As would be expected given the analogy between discriminant and torsion, in

order to get a suitable A+-invariant sequence in the Kuga-Sato case we require the

local torsion at S to be uniformly bounded as well.

Proposition 3.6.4. Let [Ti(li, xi)] ⊂ [(G⋉V) (A)] be a sequence of K∞-invariant

homogeneous toral sets with associated probability measures µi. Provided that

∀p ∈ S,discp ([Tili]) ≪ 1,

∀p ∈ S,ordp ([Ti(li, xi)]) ≪ 1,

there is a pre-compact sequence {ξi}i ⊂ P(A) such that [Ti(li, xi)ξi] is A
+-invariant

for all i. If the sequence {πGµi}i is tight, then so is {µi}i and if µi → µ then by

passing to a subsequence we may assume that there is a convergent sequence ξi → ξ

such that ξi,∗µi → ξ∗µ is a weak-* convergence of A+-invariant probability measures.
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Proof. The boundedness of the order ordV(Qp)/V(Zp)(l
−1
p xp) means precisely that there

is some mp ≥ 0 such that for all i ≥ 1, l−1
i,p xi,p ∈ p−mpV(Zp). Therefore we can

construct {ξi}i simply by applying the previous proposition to the first coordinate

and the setting the second coordinate of ξi equal to (l−1
i xi)p for every p ∈ S, and zero

otherwise.

If {πGµi}i is tight then since [P(A)] is a compact extension of [G(A)] so is the

sequence {µi}i.

We can now prove Proposition 2.6.3.

Proof of Proposition 2.6.3. Suppose we have a sequence of K∞-invariant homoge-

neous toral sets on [P(A)] as is postulated in Conjecture 2.6.2. Since we are assuming

that the conjecture is true for V = 0, the sequence {πGµi}i is tight, hence by the

previous proposition, we may pass to a subsequence and then have ξi → ξ such that

ξi,∗µi → ξ∗µ a weak-* convergence of A+-invariant probability measures on [P(A)].
Since the conjecture is true for V = 0, we know that the projection of ξ∗µ to

[G(A)] is G(A)+-invariant. Also, for any non-zero G-linear map f : V → W, the

sequence {πf,∗ξi,∗µi}i on [(G⋉W) (A)] clearly satisfies the conditions for Conjecture

2.6.2 (including strictness) on G ⋉W. Thus πf,∗ξ∗µ is PW(A)+-invariant. Therefore

Proposition 3.3.12 applies to show that ξ∗µ is P(A)+-invariant, and therefore so is µ

as intended.

We now look more closely at the homogeneous sets in the cases we need, ready

for the analysis of correlations later.
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Chapter 4

Homogeneous Sets

In this section, we study the details of homogeneous sets for the specific cases that

we are interested in.

4.1 Kuga-Sato Case

Let us consider the case of P = SL2⋉G2
a over a totally real field F . To a homogeneous

toral set [T ξ], where ξ = (l, x), we have an associated torus T ⊂ SL2 over F , and this

torus must be of the form Res1E/FGm,E for a CM extension E/F . Furthermore, in

Section 2.3, we showed how to construct an order in E (by applying the construction

to B =M2(F ), with O =M2(OF )).

The F -algebra embedding E ↪→ M2(F ) induces (after picking an arbitrary base

point) an identification ȷ : G2
a,F → Ga,E such that the subalgebra E ⊂M2(F ) acts by

multiplication.

In this case, the order in E that we have constructed is the order of the lattice

L :=
⋂

ν lνO2
Fν

⊂ F 2 = E, since Λ =
⋂

ν lνM2(OFν )l
−1
ν ∩ Eν . Now, contrary to what

is stated in [Kha19b], the order Λ may not have trivial class group and so there may

be no linear isomorphism F 2 → E such that L → Λ is an isomorphism. However, we

now have a Λ-ideal L ⊂ E which gives us an element in the class group [c] ∈ ClE(Λ).

The non-existence of the claimed map ȷ of Definition 2.13 in [Kha19b] is not essential,

but here we will work with the non-integrally normalised map ȷ defined above. Once

we move to the adelic setting, essentially no change is required.

The map ȷ that we have defined above localises to maps ȷν : V (Fν) → Eν , and

these combine to an adelic map ȷA : V (AF ) → AE.

Lemma 4.1.1. For any place ν ∈ Σ∞
F ,

AdlνSL2(OF ) ∩ T(Fν) = Λ(1)
ν .
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Here Λ
(1)
ν refers to the norm 1 elements of Λν, using the norm from Λν to OFν .

Proof. An element of Mat2 preserves lνO2
Fν

if and only if it lies in AdlνGL2(OFν ).

Therefore AdlνGL2 (OFν )∩Eν = Λ×
ν is the invertible elements of the order of lνO2

Fν
=

Lν . The determinant on E ⊂M2(F ) corresponds to the norm map from E to F , and

so the result follows.

There is a corresponding result if we think about the torus inside P = G ⋉ V

rather than just inside G. Here the compact object that we consider is P (OFν ) =

SL2(OFν )⋉O2
Fν
. The elements of Ad(lν ,xν)P (OFν ) are of the form

(lνgνl
−1
ν , xν + lνvν − lνgνl

−1
ν xν), gν ∈ SL2(OFν ), vν ∈ O2

Fν
.

For such an element to be in T(Fν) ⊂ SL2(Fν) ⊂ P (Fν), we require that vν =

gνl
−1
ν xν − l−1

ν xν ∈ O2
Fν
. The element tν = lνgνl

−1
ν must not only be in Λ

(1)
ν , but also

satisfy tνxν − xν ∈ Lν . These conditions define a compact open subset

Λ(1)
ν (L, x) :=

{
λ ∈ Λ(1)

ν : λ · xν − xν ∈ Lν

}
⊂ A(1)

E,ν .

We’ve shown that the volume (as defined in Definition 2.5.1) can be computed as in

the following Lemma.

Lemma 4.1.2. For any place ν ∈ Σ∞
F ,

Ad(lν ,xν)P (OFν ) ∩ T(Fν) = Λ(1)
ν (L, x).

Therefore,

vol([T ξ) = [Λ
(1)
f (L, x) : T ∩ Λ

(1)
f (L, x)][T (AF ) : T ]mT(Af )

(
Λ

(1)
f (L, x)

)−1

.

We define

fL,x(T ) :=

[
Λ

(1)
f (L, x) : T ∩ Λ

(1)
f (L, x)

]
[T(AF ) : T ]

to be the inertia of the subset T ⊂ T (AF ).

The reason for the terminology introduced above is that if T is the norm subgroup

attached to an extension of E, then this quantity is closely related to the inertial index

of the extension.

To get a better formula for the volume above, we must first prove some simple

properties of orders for CM extensions.
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Lemma 4.1.3. Let Λν ⊂ OEν be a local OFν -order in the ν-adic integers of a quadratic

etale extension Eν/Fν. Then if pν ⊂ OFν is the maximal order, and n ≥ 1 is minimal

such that pnOEν ⊂ Λν (in particular Λν ̸= OEν), then

Λν = OFν + pnOEν .

Also, we get the following volumes:

m(O×
Eν
) =

{
Np−2 (1−Np−1)

2
, if Eν/Fν is split,

Np−2 (1−Np−2) , if Eν/Fν is non-split

= LEν/Fν (1)
−1.

m(Λ×
ν ) = Np−n(1−Np−1)

m(Λν) = Np−n.

Therefore the index of the units in a non-maximal order is[
O×

Eν
: Λ×

ν

]
= NpnLν(χEν/Fν , 1)

−1.

Proof. Suppose that Λν ̸= OFν+pnνOEν , and so we can find an element x+πn−1
ν y ∈ Λν

such that x ∈ OFν and y ∈ OEν \ (OFν + pνOEν ). Then πν , π
n−1
ν y ∈ Λν and the OFν -

span of these elements is πn−1OEν , by the condition that y ̸∈ OFν +pνOEν . Therefore

OFν + πn−1OEν ∈ Λν , which is a contradiction.

The volumes are simple to calculate. For example, it is immediate to see that

m(Λ×
ν ) = Np−2

∣∣O×
Fν
/(1 + pnOFν )

∣∣ ,
which gives the desired result. The index calculation then comes from the ratio

m(O×
Eν
/Λ×

ν ).

We now give a more detailed calculation of the volume of the tori in the Kuga-

Sato case. The reason that we wish to compute the volume in terms the L-value is

that this will appear via the sieve theory analysis of the correlations and these two

L-values will be equated.

Proposition 4.1.4. The volume is

vol ([T ξ]) = 2

(2π)[F :Q]

L(χE/F , 1)

2#RamF (E)

√∣∣∣∣DE

DF

∣∣∣∣ ∣∣∣Ô(1)
E : Λf (L, x)(1)

∣∣∣ fL,x(T ).
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Proof. We know that

vol ([T ξ]) = fL,x(T )mT(Af )

(
Λ

(1)
f (L, x)

)−1

.

We leave the inertia alone, and compute the volume term as in [Kha19b]. Since we

are assuming the normalisation of the measure such that T(Q) \ T(A) has volume 1,

we see that the volume term is

mT(Af )

(
Λ

(1)
f (L, x)

)
=
∣∣∣T(Q) \ T(Af )/Λ

(1)
f (L, x)

∣∣∣−1

·
∣∣∣Λ(1)

f (L, x) ∩ T(Q)
∣∣∣ .

The simple term is ∣∣∣Λ(1)
f (L, x) ∩ T(Q)

∣∣∣ = µΛ(L,x) := µE ∩ Λ(L, x)

is the set of roots of unity which lie in Λ(L, x). There is a map

ıpg : T(Q) \ T(Af )/Λ
(1)
f (L, x) → E× \ A×

E,f/Λf (L, x)×

which may not be injective. The kernel is (E×Λf (L, x))(1) /E(1)Λ
(1)
f (L, x). By taking

norms, we get an isomorphism

kerıpg ∼= NE× ∩NΛf (L, x)×/N(E× ∩ Λf (L, x)×).

In the case of F = Q, this quotient is trivial since Q× ∩ Ẑ×R>0 = {1}. However in

the general case it may not be trivial.

We can compute the index
[
E× \ A×

E,f/Λf (L, x)× : imıpg
]
using the following exact

sequence:

1 → imıpg → E× \ A×
E,f/Λf (L, x)×

Nr−→ F× \ A×
F/F

≫0
∞ NrΛf (L, x)× → {±1} → 1.

Therefore the index is equal to

1

2

∣∣F× \ A×
F/F

≫0
∞ NrΛf (L, x)×

∣∣ .
We can relate this to the narrow class group of F by the snake lemma for the following

diagram:

This tells us that

∣∣F× \ A×
F/F

≫0
∞ NrΛf (L, x)×

∣∣ =
∣∣∣Ô×

F : NrΛf (L, x)×
∣∣∣∣∣O×,≫0

F : O×,≫0
F ∩ NrΛf (L, x)×

∣∣h+F
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1
F≫0
∞ NrΛf (L,x)×

F≫0
∞ NrΛf (L,x)×∩F× F× \ A×

F F× \ A×
F/F

≫0
∞ NrΛf (Λ, x)

× 1

1
F≫0
∞ Ô×

F

O×,≫0
F

F× \ A×
F Cl+F 1

The same computation tells us that

∣∣E× \ A×
E,f/Λf (L, x)×

∣∣ =
∣∣∣Ô×

E : Λf (L, x)×
∣∣∣∣∣O×

E : O×
E ∩ Λf (L, x)×

∣∣hE.
Putting these together we compute that

vol ([T ξ]) = 2|O×,≫0
F : Nr (E× ∩ Λf (L, x)×) ||Ô×

E : Λf (L, x)×|hEfL,x(T )

µΛ(L,x)

∣∣∣Ô×
F : NrΛf (L, x)×

∣∣∣ ∣∣O×
E : O×

E ∩ Λ×
f (L, x)

∣∣h+F .

We can simplify this by considering the snake lemma for the diagram

1 E(1) ∩ Λ
(1)
f (L, x) E× ∩ Λ×

f (L, x) Nr(E× ∩ Λf (L, x)×) 1

1 E(1) ∩ Ô×
E O×

E Nr(O×
E) 1

This tells us that

µE

µΛ(L,x)
|NrO×

E : Nr
(
E× ∩ Λf (L, x)×

)
| = |O×

E : O×
E ∩ Λ×

f (L, x)|,

and therefore

vol ([T ξ]) = 2

h+F

∣∣O×,≫0
F : NrO×

E

∣∣hE
µE

∣∣∣Ô×
E : Λf (L, x)×

∣∣∣∣∣∣Ô×
F : NrΛ×

f (L, x)
∣∣∣fL,x(T ).

We have arranged this into 4 terms: the first depends only on the base field F , the

second are global terms which only additionally depend on the embedded field E,

the third are local terms which additionally depend on the order of the embedding,

and the fourth additionally depends on the subtorus T . We can now apply the class

number formula to the terms h+F and hE. To do this, we note that

h+F = hF2
[F :Q]

∣∣O×
F : O×,≫0

F

∣∣−1
,
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and if we set Q =
[
O×

E : µEO×
F

]
=
[
NO×

E :
(
O×

F

)2]
= 1 or 2, then RF = 21−dQRE,

and the analytic class number formula says that

2hE
µEh

+
F

=

∣∣O×
F : O×,≫0

F

∣∣
(2π)[F :Q]

21−[F :Q]Q

√∣∣∣∣DE

DF

∣∣∣∣L(χE/F , 1).

Now we can use the fact that ∣∣O×
F : NrO×

E

∣∣ = 2[F :Q]Q−1

to give

vol ([T ξ]) = 2

(2π)[F :Q]
L(χE/F , 1)

√∣∣∣∣DE

DF

∣∣∣∣
∣∣∣Ô×

E : Λf (L, x)×
∣∣∣∣∣∣Ô×

F : NrΛ×
f (L, x)

∣∣∣fL,x(T ).

The final step is to use the snake lemma for the diagram

1 Λ
(1)
f (L, x) Λ×

f (L, x) NrΛ×
f (L, x) 1

1 Ô(1)
E Ô×

E NrÔ×
E 1

which tells us that ∣∣∣Ô×
E : Λf (L, x)×

∣∣∣∣∣∣Ô×
F : NrΛ×

f (L, x)
∣∣∣ =

∣∣∣Ô(1)
E : Λ

(1)
f (L, x)

∣∣∣
2#RamF (E)

We can actually give a more general proof of the volume formula applicable in all

cases using the work of [Shy77], however this still leaves us with a difficult discriminant

computation.

Proposition 4.1.5. In the general case of a homogeneous toral set [T ξ] arising from

an embedding T → G we get a compact open subgroup KT ⊂ T(Af ) from AdξP(Ẑ) ∩
T(Af ) or Adξ (G×G) (Ẑ) ∩ T(Af ). Define the inertia as before to be

fKT
(T ) :=

[KT : T ∩ KT ]

[T(Af ) : T ]
,

and the embedding index to be

eKT
:= [Kmax

T : KT ]
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where Kmax
T is the maximal open compact subgroup of T(Af ). Then

vol ([T ξ]) = τTLT(1)D
1/2
T eKT

fKT
(T ),

where τT, LT, DT are the Tamagawa number, Artin L-function and discriminant at-

tached to T by Ono ([Ono61]).

Proof. As before it is clear that

vol ([T ξ]) = mT(Af ) (KT )
−1 fKT

(T )

and therefore we simply need to compute the volume. This time, we note that

mT(Af )(KT )
−1 = [Kmax

T : KT ]mT(Af )(K
max
T )−1

= eΛ
hT
wT

using again the notation of [Ono61]. Now by the class number formula for tori of

[Shy77], we get the desired result, using that for anisotropic tori RT = 1 and LT has

no pole at s = 1.

Why does this imply the previous result? It follows from the computations of

[Shy77] and the short exact sequence of tori

1 → T → ResE/QGm → ResF/QGm → 1

that the discriminant D
1/2
T is equal to

D
1/2
T =

(
DGm,E

DGm,F

)1/2
q((λ̂)∞)

q(λ∞)

∏
p

q(λcp)
−1,

where λ : ResE/QGm → T × ResF/QGm is the isogeny x 7→
(

x2

Nm(x)
,Nm(x)

)
, and the

induced maps are (
λ̂
)
∞

:
(
T̂
)∞

×
(

̂ResF/QGm

)∞
→
(
R̂esE/Q

)∞
between the Gal (E/F )-fixed points of the character lattices, and

λ∞ : E×
∞ → T(R)× F×

∞,

λcp : O×
Ep

→ T(Zp)×O×
Fp
,

and the q-symbol for a map is given by q(f) = |coker(f)| / |ker(f)| if this exists. The
discriminants for the multiplicative group for any number field L are known to be

DResL/QGm =
1

22r1(L)(2π)2r2(L)
|DL|.
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Now the calculations for the q-symbols are as follows:

ker
((
λ̂
)
∞

)
= 0, coker

((
λ̂
)
∞

)
= 0, q

((
λ̂
)
∞

)
= 1,

ker (λ∞) = {±1}[F :Q] , coker (λ∞) =
(
R×/R×

+

)[F :Q]
, q(λ∞) = 1,

ker (λc2) = {±1}|ΣF,2| , coker (λc2) = (Z/2)[F :Q]+|ΣF,2|+|Ram2(E/F )| , q(λc2) = 2[F :Q]+|Ram2(E/F )|,

ker
(
λcp
)
= {±1}|ΣF,p| , coker

(
λcp
)
= (Z/2)|ΣF,p|+|Ramp(E/F )| , q(λcp) = 2|Ramp(E/F )|, (p ̸= 2).

Finally, τT = 2 as a special orthogonal group, and so we recover the previous

proposition. To see this another way, note that by Proposition 4.5.1 of [Ono63],

τT = #H1(Z/2,Z) = 2 where the action of Z/2 on Z is the non-trivial one (and

τT = τT by Section 3 of loc. cit.).

4.1.1 Larger Homogeneous Sets

In the Kuga-Sato case we are also interested in homogeneous sets of the form [(G⋉V′) (A)(g, y)].
We call these homogeneous Hecke sets. For these sets, the volume is similarly defined:

Definition 4.1.6.

vol ([(G⋉V′) (A)(g, y)]) = mG⋉V′
(
(g, y) (BG ⋉BV) (g, y)

−1
)−1

.

Since Ad(g,0) will preserve (G⋉V′) we can replace (g, y) by (e, g−1y) in the defi-

nition, and so we find

vol ([(G⋉V′) (A)(g, y)]) =
∫
BG

mV′

(
V(Ẑ) + g−1y − h

(
g−1y

))
dh.

For a fixed h, if there is an element α ∈ V(Ẑ) such that α+ g−1y − h(g−1y) ∈ V′(A),
then (

V
(
Ẑ
)
+ g−1y − h

(
g−1y

))
∩ V′(A) = α + g−1y − h

(
g−1y

)
+ V′

(
Ẑ
)

which has volume 1 as it is simply a translation of V′
(
Ẑ
)
. If such an α ∈ V

(
Ẑ
)

does not exist then clearly the volume is zero. Therefore, if π : V → W has kernel V′

then the volume of this intermediate homogeneous set is equal to the index

vol ([(G⋉V′) (A)(g, y)]) =
[
G
(
Ẑ
)
: StabG(Ẑ)

(
π
(
g−1y

)
+ πV

(
Ẑ
))]

.

A clear necessary condition for equidistribution of a sequence of homogeneous torus

orbits is that we require the volume of intermediate homogeneous sets which contain

the torus sets must tend to infinity.
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Proposition 4.1.7. The intermediate homogeneous sets containing [T(A)(l, x)] all
have the form

[(G⋉V′) (A)(l, x)] , for V′ ≤ V.

Proof. Clearly we can assume the intermediate homogeneous set has the form [(G⋉V′) (A)(l, x+ w)]

where w ∈ W(A) for a chosen complement W ≤ V defined over Q such that V =

V′⊕W. The inclusion holds if ∀t ∈ T(A),∃γ ∈ G(Q), v ∈ V(Q), g ∈ G(A), v′ ∈ V′(A)
such that

tl = γgl, tx = v + γv′ + γg(x+ w).

Thus, we require v ∈ V(Q) such that

v + tw ∈ V′(A).

Since we gave a decomposition V = V′ ⊕W over Q, the above is possible if and only

if tw ∈ W(Q) for all t ∈ T(A). This is true only if w ∈ WT(Q) is fixed by the action

of T.
Suppose that w ̸= 0. Then T ≤ H := StabG(w) and since we have assumed that V

contains no copies of the trivial representation of G, we conclude that H is a proper

parabolic subgroup containing an anisotropic maximal torus, a contradiction. Thus

w = 0.

A simple calculation shows that there is an inclusion of intermediate homogeneous

sets

[(G⋉V′) (A)(l, x)] ⊂ [(G⋉V′′) (A)(l, x)]

if and only if V′ ≤ V′′.

This Proposition, together with the computation of the volume of an intermediate

homogeneous set tells us that a necessary condition for equidistribution is that

min
π:V→W

[
G(Ẑ) : StabG(Ẑ)

(
π(l−1

i xi) + πV(Ẑ)
)]

→ ∞.

This constitutes part of the definition of strictness of the sequence of torus orbits. Note

that practically, Proposition 2.6.3 shows that in this section we need only consider

V′ = 0 or V.
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4.2 Homogeneous Sets in the Joint Case

The computation of the volume vol([T (g, sg)]) in the joint case is similar to the

volume computation in the Kuga-Sato case. By Proposition 4.1.5, we get that

vol([T (g, sg)]) = 2fKT
(T )eKT

L(1, χE/F )D
1/2
T

where KT = AdgKf ∩ T (A∞
F ) is the compact subgroup corresponding to the order

Λ ⊂ E. Note however that in this situation, the maximal compact subgroup of

T (AF,f ) is not the image of O×
E,f . In fact it is larger than this by a factor of 2RamE/F .

We now compute the q-numbers as before, but now for the short exact sequence

1 → ResF/QGm → ResE/QGm → T → 1.

This induces the map λ : ResE/QGm → T×ResF/QGm given by x 7→ (x,Nm(x)). We

see that in fact the q-numbers for this map are identical to those in the Kuga-Sato

case. Therefore,

vol([T (g, sg)]) = 2fKT
(T )eKT

L(1, χE/F )

√∣∣∣∣DE

DF

∣∣∣∣(2π)−[F :Q]2−RamE/F

Now, by Lemma 4.1.3, we can see that

2−RamE/F eKT
=
[
O×

E,f : Λ×
f

]
= (N f)Lf(1, χE/F )

−1

where Lf(1, χE/F ) =
∏

ν|f Lν(1, χE/F ). We summarise this below:

Lemma 4.2.1. The volume of a joint homogeneous toral set [T (g, sg)] is given by

vol([T (g, sg)]) =
2(N f)[KT : T ∩ KT ]

(2π)[F :Q][T (AF ) : T ]
Lf(1, χE/F )

√∣∣∣∣DE

DF

∣∣∣∣
where f ⊂ OF is the conductor of the order Λ attached to [T g], and KT = T (AF,f ) ∩
gKfg

−1.

Recall that for the main result Theorem 2.6.5, we assumed that the subgroups Ti

satisfy [KTi
: Ti ∩ KTi

] = 1 and that the conductors fi ≪ 1 are bounded. This means

that

vol([Ti(gi, sigi)]) ≍F [Ti(AF ) : Ti]
−1L(1, χEi/F )|DEi

|1/2.

For homogeneous Hecke sets in the joint setting over F , it is easily verified that

Section 7 of [Kha17] generalises directly, so we simply record here the volume result

that we need (see Lemma 7.6 of loc. cit.). Recall that for (x, y) ∈ G(A)2, ctr((x, y)) :=
x−1y ∈ G(A).
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Definition 4.2.2. Define the proper continuous function d : G(AF,f ) → N by

dsf (hf ) =
∏
ν∤∞

ν splits B

dν(hν)

Lemma 4.2.3. Let ξ ∈ (G×G)(A) = (G×G)(AF ) with ctr(ξ)∞ ∈ K∞, then

vol
([
G∆(A)ξ

])
mG(Ω) = dsf (ctr(ξ)f )

∏
ν:dν(ctr(ξ)ν)>1

ν splits B

(
1 +

1

Npν

)
.
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Chapter 5

The Original Approach to Mixing

In an early version of [EMV10], a proof for a particular case of mixing was proposed

for the quotient of the Hamilton quaternion algebra over Q (i.e. mixing on integer

points on spheres). This was removed in the final version - however is recapped

by Khayutin in [Kha17, §10.4]. Here, we discuss the result in slightly more detail.

However, for arithmetic applications, it is the cases not covered by this approach that

have the most significance (i.e. the cases where the class of the twist has no small

norm representatives). Therefore we will be relatively brief in our discussion.

We begin by reviewing the set-up of the proof in [EMV10], and give a number of

hypotheses in the general case under which some form of mixing can be proven. In

the later parts of this section we will then discuss these hypotheses one by one. As

set out previously, we consider a sequence of torus orbits [Ti (gi, sigi))] ⊂ [G(A)]. For
now we will simply assume that these are all fixed by the right action of A+ ⊂ G(QS),

which come from a fixed split maximal torus in G(QS). As explained previously, it is

possible to relax this assumption in general.

5.1 Step-wise Mixing

First, we start with a simple set-theoretic result abstracted from the original version

of [EMV10] showing how to prove equidistribution in steps.

Definition 5.1.1. Given a map f : A → B of finite sets, define the deviation of an

element b ∈ B to be

devf (b) =
|f−1(b)| |B|

|A|
− 1.

Proposition 5.1.2. For n ≥ 1, let

An
fn−→ Bn

gn−→ C
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be maps of non-empty finite sets with the following properties:

1. For any δ > 0, as n→ ∞,

1

|Bn|
# {b ∈ Bn : |devfn(b)| > δ} → 0.

2. The sequence of maps {gn}n equidistributes, i.e. for all c ∈ C, as n→ ∞,

|g−1
n (c)|
|Bn|

− 1

|C|
→ 0.

Then the sequence of maps {gn ◦ fn}n equidistributes.

Proof. This is proven in Section 3.4 of the earlier version of [EMV10]. For any 1 >

ϵ > 0, there is an N ∈ N such that ∀n ≥ N , ∀c ∈ C,

1

|Bn|
# {b ∈ Bn : |devfn(b)| > ϵ} < ϵ

2(1− ϵ)
, and,

|g−1
n (c)|
|Bn|

>
1

|C|
− ϵ

2(1− ϵ)
.

So for each c ∈ C and n ≥ N ,∣∣(gn ◦ fn)−1 (c)
∣∣

|An|
=

∑
b∈g−1

n (c)

|f−1
n (b)|
|An|

≥
∑

b∈g−1
n (c)

|devfn (b)|≤ϵ

|f−1
n (b)|
|An|

≥ (1− ϵ)
∑

b∈g−1
n (c)

|devfn (b)|≤ϵ

1

|Bn|

= (1− ϵ)

(
|g−1

n (c)|
|Bn|

− 1

|Bn|
#
{
b ∈ g−1

n (c) : |devfn(b)| > ϵ
})

> (1− ϵ)
1

|C|
− ϵ.

Therefore for each c ∈ C,

lim
n→∞

∣∣(gn ◦ fn)−1 (c)
∣∣

|Bn|
≥ 1

|C|
.

This being true for every element of C implies the opposite inequality by examining

the complement C \ {c}, and so we have equality.
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This is applied in the method of Ellenberg-Michel-Venkatesh by taking the quo-

tient of G(Q) \ G(Af ) by some open compact subgroup U < G(Af ) and therefore

moving to a finite situation. Then, the sets An above are the images of the toral sets,

and the sets Bn are the images of intermediate homogeneous Hecke sets inside G×G.

The above proposition then reduces the question of equidistribution of the torus sets

(in this finite quotient) to two questions - firstly the equidistribution of the Hecke

sets, and secondly the study of deviations of the torus sets in the Hecke sets.

In the scenario of [EMV10], the only possible Hecke orbits are those from the

diagonal subgroup. However, the approach may apply in some limited cases to prove

single equidistribution. For this, we note that there is an obvious generalisation of

the Proposition above.

Proposition 5.1.3. Fix k ≥ 1. For n ≥ 1, let

A(0)
n

f1
n−→ A(1)

n

f2
n−→ ...

fk
n−→ A(k)

n

gn−→ C

be maps of non-empty finite set with the following properties:

1. For each 1 ≤ r ≤ k, and any δ > 0, as n→ ∞,

1

|A(r)
n |

#
{
x ∈ A(r)

n :
∣∣devfr

n
(x)
∣∣ > δ

}
→ 0.

2. The sequence of maps {gn}n equidistributes.

Then the sequence of maps
{
gn ◦ fk

n ◦ ... ◦ f 1
n

}
n
equidistributes.

Proof. Induction on k.

This could possibly be used in cases where there is a filtration of intermediate

homogeneous sets between the torus sets and the whole space, and each time the

deviations could be studied between the sets at each layer. This is not something we

pursue here however.

5.2 Associated Buildings

The original proof of mixing uses Bruhat-Tits buildings coming from the Hecke corre-

spondences containing these toral sets. Consider a single toral set, which we will label

as
[
T(A)+,∆ (g, sg)

]
for g ∈ G(A), s ∈ T(A), where T is a maximal rank anisotropic

torus T ≤ G. This is contained in the homogeneous Hecke set
[
G(A)+,∆(g, sg)

]
.
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To use the step-wise mixing approach from Proposition 5.1.2, we need to reduce to

a case of finite sets. To do this, we pick an open compact subset U =
∏

p Up ⊂ G(Af ),

and we will reduce the inclusions[
T (A)+,∆ (g, sg)

]
→
[
G(A)+,∆(g, sg)

]
→ [(G×G) (Af )]

modulo U × U . We can also pull back to the simply connected cover, in which case

the middle set becomes

Gsc(Q) \Gsc(Af )/π
−1
(
gUg−1 ∩ sgUg−1s−1

)
,

where π : Gsc → G. The equidistribution of the Hecke subvarieties (which provides

the equidistribution of the functions gn in this set up for Proposition 5.1.2) is a well-

known result ([COU01]).

5.3 The Spectral Gap

In [COU01], a general construction for the spectral gap for Hecke operators is given

for connected almost-simple simply-connected linear algebraic groups. As mentioned

in the Remarks following Theorem 1.7 of that paper, while they assume G(R) is non-
compact, there is no need for this assumption, and the results hold also at a finite

non-compact place. Since we are assuming that the group G splits completely at the

places p ∈ S for which we are using the torus action T(QS)
+, their results simplify

somewhat. In particular, it is only the case of SL1(DF ) for a quaternion algebra DF

over F for which Clozel-Oh-Ullmo require bounds towards the Ramanujan Conjecture.

Otherwise, the bounds come from previous results of Oh ([Oh02]).

Here we combine a number of observations in [COU01] with the simplification of

splitting completely at the places p ∈ S to get a strong statement of the norm gap:

Theorem 5.3.1 (from [COU01]). Let G be an absolutely almost-simple simply-connected

algebraic group over a totally real field F such that G(F∞) is non-compact. Sup-

pose that S is a set of finite places of Q such that F splits completely over each

p ∈ S and furthermore G splits over each place of F lying above p ∈ S. Fix

a maximal rank split torus A =
∏

p|p∈S Ap ≤ G(FS), and an open compact sub-

group U =
∏

p∈Σ∞
F
Up ≤ G

(
F̂
)

contained in a maximal open compact subgroup

K =
∏

p∈Σ∞
F
Kp. For any regular a ∈ A, consider the Hecke operator

T 0
a : L2

0(G(F ) \G(A))U → L2
0(G(F ) \G(A))U
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acting on the orthogonal complement to the constant functions.

Choose a maximal strongly orthogonal system1 S for the split form of G, and

consider this as a maximal strongly orthogonal system at each place p|p ∈ S. For

each p|p ∈ S, define

nS,p(a) = −1

2

∑
α∈S

logp |α(ap)|p > 0.

Then, for all ϵ > 0,

||T 0
a || ≤ C(ϵ) [KS : US]

∏
p|p∈S

p−nS,p(a)(1−ϵ−θ)

where the constant C(ϵ) does not depend on U or a, and the constant θ is given by

θ =

{
0, if rnkGF ≥ 2

Best bound towards GRC for SL2,Qp∀p ∈ S, if rnkGF = 1.

Proof. This is all contained in [COU01]. To apply this to the Hecke operator attached

to a we are using the translation of the Hecke operators to the adelic setting as in

Section 2. The S-adic nature over the number field F is explained in the remarks

after Theorem 1.7. The exact input of the Ramanujan is Section 3.2 in terms of

decay of matrix coefficients. We have also used the slightly stronger version of the

bound from Section 4.2 noting that for us the elements a have bounded support in

the primes over S and so ∏
p∈RΓ(a)

max
d∈Ωp

[
Kp : dKpd

−1
]

is uniformly bounded as RΓ,a is contained in the set of primes dividing S.

In many cases, as explained in [COU01], we may relax the condition that G(F∞) is

non-compact by a transfer from G to an inner form G′ with G′(F∞) non-compact. In

particular, the same results apply to SL1(DF ) and the special unitary groups SUn,F .

Also, note that by Theorem 9.3 of [GJ78], we can assume θ ≤ 1/2.

1A strongly orthogonal system is a subset S ⊂ Φ+ of positive roots such that for any two distinct
α, β ∈ S, α ± β ̸∈ Φ. Such a system is called maximal if the coefficient of each simple root in the
sum

∑
α∈S α is not less that the one in

∑
α∈S′ α for any other strongly orthogonal system S ′ of Φ.

See [Oh98] for a construction for each root system.
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5.4 Effective Equidistribution in the Homogeneous

Hecke Set

We now prove effective equidistribution of the torus orbits within the homogeneous

Hecke sets. This follows the method of [EMV10] with the alternative method of

[Kha15] for converting a norm gap and Bowen ball estimates to effective equidistri-

bution.

The essential diagram is as follows: suppose that we lift the torus T < G to a

torus T̃ < Gsc, then we wish to analyse

T̃(Q) \ T̃(Af )/T̃(Af ) ∩ U Gsc(Q) \Gsc(Af )/U
(0,l)

Gsc(Q) \Gsc(Af )/U

Recall that U (0,l) :=
⋂

i=0,...,l−1 a
iUa−i. The result we wish to prove is a bound on

the number of points in Gsc(Q) \Gsc(Af )/U with large deviations. The sketch proof

of this result is as follows: if there is a set of points with large preimages, we would

expect many walks on the building to pass through this set many times - and this

contradicts the ‘spreading out’ property of the Hecke action, which averages over the

points in a walk. The space in the top right of the diagram represents the space

of walks of length l on the building in the bottom right. First, let us discuss the

spreading out Hecke action and the implication of this for walks on the buildings.

For walks to have the properties that we would like, we require the quotient by

US to have property (M), a property introduced in [Kha15]. In particular, we have

Proposition 5.4.1. Suppose that for each p ∈ S, the element a−1
p acts on the apart-

ment associated to Ap in the affine Bruhat-Tits building ∆p associated to G(Qp) send-

ing a fixed special vertex v0,p to a different special vertex v1,p which does not have a

shared wall with v0,p (this assumption is fulfilled when a is Qp-regular and does not

belong to a compact subgroup). Let Up < G(Qp) be the arrow subgroup defined in

[Kha15, §4.3] corresponding to a−1
p and v0,p. Then

Gsc(Q) \Gsc(Af )/U
S → Gsc(Q) \Gsc(Af )/U

has property (M) with respect to the right action by a ∈ G(QS).

Proof. It is clear that [Kha15, Lemma 4.2] holds in exactly the same way for K <

G(QS) where S is allowed to have more than one element. Now, Proposition 4.7 of

94



[Kha15] tells us that there exist ωp
1, ..., ω

p
kp

∈ U
(−∞,0)
p such that

Up =

kp⊔
j=1

ωp
jU

(0,1)
p .

Therefore, if we set ωS
i =

(
ωp1
ip1
, ..., ω

p|S|
ip|S|

)
for i ∈ {1, ..., kp1}× ...×

{
1, ..., kp|S|

}
, then

US =
⊔
i

ωS
i U

(0,1)
S .

Now the same proof as Corollary 4.3 in [Kha15] proves that the assumptions of the

S-adic version of Lemma 4.2 are satisfied, and so the quotient has property (M).

Define X l := Gsc(Q) \Gsc(Af )/U
(0,l). We claim that an element of X l is precisely

a length l walk on X = Gsc(Q)\Gsc(Af )/U with respect to the action from a−1. The

map is given by

x 7→
(
x, xa−1, xa−2, ..., xa−l

)
.

This is

1. Well-defined: since for any u ∈ U (0,l) =
⋂

i=0,...,l a
−iUai and any i = 0, ..., l, we

have

Gsc(Q)xua−iU = Gsc(Q)xa−iU.

2. Bijective: By induction. Suppose the claim is true for paths of length l ≥
0. Then, the paths of length l + 1 map to the paths of length l with degree[
U : U (0,1)

]
by definition of the paths. So, it remains to show that given a fixed

Gsc(Q)xU (0,l), all of the paths of length l + 1 extending this are constructed

from some Gsc(Q)xuU (0,l+1) for some u ∈ U (0,l). Corollary 4.3 of [Kha15] gives

us that

U (0,l) =
k⊔

j=1

a−lωja
lU (0,l+1).

Therefore, we can consider the path attached to Gsc(Q)xa−lωja
lU (0,l+1). Using

the fact that a−iωja
i ∈ U for all i ≥ 0, we see that the corresponding path is

(x, xa−1, ..., xa−l, xa−lωja
−1)

Thus every neighbour of xa−l is accounted for, and we see that every path

of length l + 1 is achieved. Since the degree of both maps are
[
U : U (0,1)

]
=[

U (0,l) : U (0,l+1)
]
= k :=

∏
p∈S kp, we are done.
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Now take a subset B ⊂ X := X0. We wish to get an exponential decay bound on

the number of paths that spend a disproportionately large amount of time in the set

B, and compare this with the lower bounds of [EMV10]. For this we use the large

deviation estimates from Theorem 3.2 of [Kha15]. Combining the exponential decay

with the lower bound gives a contradiction to the assumption that the deviations do

not go to zero. The following is an informal result:

Proposition 5.4.2. The mixing conjecture holds for quaternion algebras over a to-

tally real field F provided that for Ri := min a⊂Λ
[a]=[si]

NK/Fa,

NF/QRi ≪ |Di|
[F :Q]

2([F :Q]+2)
−ϵ

for any ϵ > 0.

Sketch Proof. Firstly, we are proving this equidistribution via Proposition 5.1.2, and,

as already noted, the equidistribution for the functions gn is Hecke equidistribution

(known from [COU01] for example). Thus we just need to bound the points with

high deviations.

Let Y = Gsc(Q) \ Gsc(Af )/U
S, and φ = 1B ◦ πX : Y → {0, 1} indicate the paths

starting in B. The action of a on Y gives the projection Y → X property (M)

as explained above. The corresponding Hecke operator T 0
a is precisely the one in

Theorem 5.3.1, and therefore we let λ = ||T 0
a || as in that Theorem.

Let B = {x ∈ X : dev(x) > δ}. Let µ, η > 0. The proportion of paths of length l

spending ≥ m(B) + µ proportion of time in B is precisely given by

m

(
y

∣∣∣∣∣ 1

l + 1

l∑
i=0

φ(an · y) ≥ m(B) + µ

)
.

By Theorem 3.2 of [Kha15], this quantity can be bounded above by

log ρ

log λ
eD(m(B)+µ||m(B)) exp

[
−(l + 1)(− log λ)

D(m(B) + µ||ρ+ (1− ρ)m(B)
− log ρ

]
, (5.1)

(here D(p||q) = −p log(q/p) − (1 − p) log((1 − q)/(1 − p)) is the Kullback-Leibler

divergence, a measure of the difference between p and q), if

ρ = θk ≤ η

1−m(B)
.

On the other hand, in [EMV10], it is proven that for any p|p ∈ S, if m(Bδ) ≥ η,

µ = δη/2 and

NRiNpnS,p(a) ≤ |Di|1/2+o(1), (5.2)
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then we can choose l ≍ log |D| such that the proportion of paths of length l which

spend ≥ m(B) + µ proportion of time in B and lie in the image of Ti is ≫ϵ,δ,η |D|−ϵ

for any ϵ > 0.

Under these assumptions, and the additional assumption that λi → 0, we see that

we can eventually set ρ = λ, and the quantity of equation (5.1) is

≪ exp [−A(l + 1)]

for some positive constant A > 0 independent of i. Therefore to get a contradiction

(to m(Bδ) ≥ η), we must arrange that simultaneously λi → 0 and equation (5.2)

holds.

For p|Ri, we get

[Kp : Up] = NpordpRi

(
1 +

1

Np

)
by the volume computation of the homogeneous Hecke sets. Therefore, as we have

multiple completely split primes, we can assume Np[F :Q]ordpRi ≤ NR
1/2
i , and under

the assumption that

NpnS,p(a) ≫ NR
1/[F :Q](1−θ−ϵ)
i

we see that λ → 0. Using the bound θ = 1/2 for the Ramanujan Conjecture (not-

ing that we required Jacquet-Langlands to move to the quaternion setting), this is

compatible with equation (5.2) if

Ri ≪ |Di|
[F :Q]

4+2[F :Q]
−ϵ.
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Chapter 6

Expansions of the Correlations

In this section, we expand the correlation and relate it to analytically tractable sums.

6.1 The Geometric Expansion

The aim of this section is to perform the general geometric expansion of an algebraic

torus measure against an arbitrary homogeneous measure. Since we are working

with potentially smaller torus orbits, we must compare [T g] with [L(A)+h] where
T > T(A)+ := G(A)+ ∩ T(A) and L(A)+ := L(A) ∩ G(A)+. We also assume that

T(Q) < T . For now, we are just considering a comparison of T and L inside a group

G, which we will then apply separately to the joint and Kuga-Sato specific cases.

6.1.1 The General Expansion

Let µ be the algebraic (probability) measure associated to [T g] and ν to [L(A)+h].
The quantity we wish to analyse is

Corr(µ, ν) [f ] =

∫
[G(A)]

∫
[G(A)]

∑
γ∈G(Q)

f(y−1γx)dµ(x)dν(y).

Setting f0(z) = f(h−1zg), and W+
Q = L(Q)+ \G(Q)/T(Q), we get

Corr(µ, ν)[f ] =

∫
[T ]

∫
[L(A)+]

∑
γ∈G(Q)

f0(y
−1γx)dydx

=
∑

[γ]∈W+
Q

∫
[T ]

∫
[L(A)+]

∑
δ∈T(Q)γL(Q)+

f0(y
−1δx)dydx

Here, dx and dy refer to the normalised Haar measures on [T ] and [L(A)+] respec-
tively. LetM := T×L act onG via left multiplication for L and right multiplication by
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the inverse for T, and for any closed subgroup let N <M(A), N † := N∩(T × L(A)+).
Clearly these are motivated by [Kha17], see Definition 8.10, except that we require ad-

ditional flexibility in our finite index subgroup of the torus. Also, let Mγ for γ ∈ G(Q)

denote the stabiliser of γ in M. Using these, we get

Corr(µ, ν)[f ] =
∑

[γ]∈W+
Q

∫
[M(A)]†

∑
δ∈M(Q)†·γ

f0(m
−1 · δ)dm

=
∑

[γ]∈W+
Q

∫
Mγ(Q)†\M(A)†

f0(m
−1 · γ)dm

=
∑

[γ]∈W+
Q

vol
(
Mγ(Q)+ \Mγ(A)†

) ∫
Mγ(A)†\M(A)†

f0(m
−1 · γ)dm.

In fact, this can be simplified slightly since many of the subgroups Mγ are conjugate

inside M for different γ ∈ W+
Q . In fact, M(Q) acts on W+

Q with orbits given by

WQ = L(Q) \G(Q)/T(Q),

and if two elements of W+
Q lie in the same orbit, their stabiliser groups Mγ are

conjugate, and so have the same volume. Thus, we can separate the formula into two

summations as follows:

Corr(µ, ν)[f ] =
∑

[γ]∈WQ

vol(M†
γ)

∑
δ∈M(Q)γ⊂W+

Q

∫
Mδ(A)†\M(A)†

f0(m
−1 · δ)dm

Finally, since δ = γ′γ for some γ′ ∈ M(Q), we can write m−1 ·δ = γ′
(
Ad(γ′)−1m

)−1 ·γ.
Using the fact that Haar measure on M(A)† is invariant under conjugation by M(A),
we get the final form of the geometric expansion:

Proposition 6.1.1. The correlation has the form

Corr(µ, ν)[B] =
∑

[γ]∈WQ

vol
(
M†

γ

) ∑
δ∈M(Q)γ⊂W+

Q

ROδ(B)

where for δ ∈ W+
Q ,

ROδ(B) =

∫
(Mδ\M)(A)†

1hBg−1

(
m−1 · δ

)
dm

Notice that the presence of the inner sum here is simply due to the extra flexibility

of smaller subgroups. If we had decided to only consider the full homogeneous sets,

then there would only be the summation over WQ.

In general, there appears to be the following expectation:
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Assumption 6.1.2. For any [γ] ∈ WQ such that M†
γ(A) is non-compact, the contri-

bution of the corresponding terms to Corr(µ, ν)[B] should be negligible.

This assumption appears to be compatible with GIT in the sense that such [γ]

correspond to non-stable points of the GIT quotient, which are somehow singular.

The non-compactness of the stabilisers of these points should give a lower dimension

for the orbit, and therefore the assumption appears to be sensible. Indeed, it follows

in both the joint CM case (see Lemma 8.14 of [Kha17]) and the Kuga-Sato case (see

Proposition 4.6 of [Kha19b]), both of which immediately apply in the totally real case

also. The joint CM case relies on the GIT analysis of Section 6 of [Kha17], which

is true verbatim with Q replaced by F , and so we will say nothing more about this

section.

6.1.2 Kuga-Sato Correlations

In the Kuga-Sato case, we set G = SL2,F ⋉ G2
a,F and L = SL2,F , the correlation

expansion of Proposition 6.1.1 from the previous section is particularly clean. We

have a toral measure µ attached to [T (l, x)] and a Hecke measure ν attached to

[G(A)+(h, y)].

Proposition 6.1.3. As i→ ∞, the definition of strictness of toral sets in the Kuga-

Sato setting implies Assumption 6.1.2 holds, so we can assume the relative orbital

integral attached to the identity 0 ∈ V is zero. Then

Corr(µ, ν)[B] =
∑

0̸=v∈T (F )\V (F )
κ∈G(Q)/G(Q)+

ROv,κ(B)

where

ROκ,v(B) =

∫
G(A)+×T

1(h,y)−1B(l,x)(g
−1κt, g−1v)d(g, t).

6.1.3 Joint CM Correlations

We also get a result in the joint CM case.

Proposition 6.1.4. Let µ be the periodic measure on the joint homogeneous toral

set [T (g, sg)] and ν the period measure on
[
G∆(A)+(ξ1, ξ2)

]
. Set B′ = ξ1Bg

−1 ×
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ξ2Bg
−1s−1, then

Corr(µ, ν)[B] =

∫
[G(A)+]

∫
[T ]

KB′(l, t)dldt

=
∑

[γ]∈WQ

∑
κ∈πG(Mγ(Q))\G(Q)/G(Q)+

vol(Mγ)ROγ,κ(B)

ROγ,κ(B) : =

∫
Mγ(A)†\M(A)†

1B′
(
(κl)−1γt

)
d(l, t)

vol(Mγ) : = mMγ(A)†
(
Mγ(Q)† \Mγ(A)†

)
where the Haar measures on Mγ(A)† \M(A)† and Mγ(A)† are mutually normalised.

Recall that for a subgroup N ≤ M(A) := G(A) × T(A), we define N † = N ∩
(G(A)+ × T ).

Proof. The assumption that T(Q) ≤ T implies that

Mγ(Q) \M(Q)/M(Q)† ∼= πG(Mγ(Q)) \G(Q)/G(Q)+.

As mentioned previously, in this geometric expansion we may remove the points

with non-compact stabiliser, via the Lemma below, which follows exactly as Lemma

8.14 of [Kha17]. Recall that for (x, y) ∈ G(A)2, ctr((x, y)) := x−1y ∈ G(A).

Assumption 6.1.5.

g−1T(Q)sg ∩B−1ctr(ξ)B = ∅

Lemma 6.1.6. Suppose that Assumption 6.1.5 holds. Then for all γ ∈ (G×G) (Q)

such that Mγ(A)† is not compact,

ROγ,κ(B) = 0,∀κ ∈ πG(Mγ(Q)) \G(Q)/G(Q)+.

Furthermore, this occurs precisely when ctr(γ) ∈ T(Q).

In Proposition 7.8 of [Kha19b], it is shown that Assumption 6.1.5 holds for all

(Ti, si, gi) with i ≫ 1 in a sequence of tori on PB× such as those considered in our

main Theorem (Theorem 2.6.5), since in the conditions of that Theorem we assumed

in particular that

Ri → ∞ as i→ ∞.

101



Corollary 6.1.7. If Assumption 6.1.5 holds, then

Cor[µ, ν](B) =
∑

[γ]∈WQ
ctr(γ) ̸∈T(Q)

1

#Mγ(Q)

∑
κ∈G(Q)/G(Q)+

ROγ,κ(B).

In this sum,

ROγ,κ(B) =

∫
M(A)†

1B′
(
(κl)−1γt

)
d(l, t).

Recall that B′ := ξ1Bg
−1 × ξ2Bg

−1s−1. Furthermore,

#Mγ(Q) =

{
1, if ctr(γ) ̸∈ NGT(Q) = NGT (F )

2, if ctr(γ) ∈ wTT(Q).

Proof. This follows in precisely the same manner, since we can choose the volume 1

Haar measure on the stabiliser in the case that it is compact.

As in all cases, we can split the relative orbital integrals into archimedean and

non-archimedean parts in the obvious way,

ROγ,κ(B) = ROf
γ,κ(B)RO∞

γ,κ(B),

and the following bound on the archimedean part is immediately generalised from the

rational case.

Lemma 6.1.8. Let γ = (γ1, γ2) ∈ (G×G) (Q) and κ ∈ G(Q). Assume that B∞ =

Ω∞ is a connected, compact, symmetric and AdK∞-invariant identity neighbourhood

in G(R). Then RO∞
γ,κ(B) = 0 if ctr(γ) ̸∈ g∞Ω∞ctr(ξ)∞Ω∞g

−1
∞ , and

RO∞
γ,κ(B) ≤ mT(R)(T(R))mG(R)+

(
ξ1,∞Ω2

∞ξ
−1
1,∞ ∩ ξ2,∞Ω2

∞ξ
−1
2,∞
)

otherwise.

Proof. This is identical to Lemma 8.18 of [Kha19a] since we have made the assumption

that T∞ = T(R).

The non-archimedean relative orbital integrals can be bounded by certain ‘inter-

section numbers’. For convenience, we repeat that for any subset N ⊂ G(A)×T(A),
we write N † := N ∩ (G(A)+ × T ). We also define NT = N ∩ (G(A)× T ).

Proposition 6.1.9. For γ ∈ (G×G) (Q), define

Sγ :=
{
(l, t) ∈ M(Af ) : l

−1γt ∈ B′
f

}
⊂ M(Af ).
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This set is right-invariant under BM,f , defined by

BG,f := ξ1,fBfξ
−1
1,f ∩ ξ2,fBfξ

−1
2,f ,

BT,f := gfBfg
−1
f ∩ T(Af ),

BM,f := BG,f ×BT,f .

Let N[γ] be the number of orbits of BT
M,f on ST

γ . Then∑
κ∈G(Q)/G(Q)+

ROf
γ,κ(B) ≤ 2[F :Q] |ClF [2]|mG(Af )+(B

†
G,f )mT (B

†
T,f )N[γ].

Proof. By definition,

ROf
γ,κ(B) := mM(A)†

(
S†
κ−1γ

)
.

The set S†
κ−1γ is right-invariant under B†

M,f with finitely many orbits, and so

ROf
γ,κ(B) = mG(Af )+(B

†
G,f )mT (B

†
T,f )Nγ,κ,

where Nγ,κ is the number of B†
M,f -orbits in S†

κ−1γ. Now,

κS†
κ−1γ ⊂ κSκ−1γ = ST

γ ,

and furthermore, if κ ̸= κ′ ∈ G(Q)/G(Q)+, the sets κS†
κ−1γ and κ′S†

(κ′)−1γ are

disjoint, and so we see that ⊔
κ∈G(Q)/G(Q)+

κS†
κ−1γ ⊂ ST

γ .

The number of right B†
M,f -orbits in total on the left hand side is bounded by the

number of BT
M,f -orbits on the right hand side multiplied by the maximum size of a

fibre of the map

G(Q)M(Af )
†/B†

M,f → M(Af )
T /BT

M,f .

This is equal to the map

G(Q)G(Af )
+/B+

G,f → G(Af )/BG,f .

Suppose we are given two elements of the same fibre, that is, κ1,κ2 ∈ G(Q), and

m1,m2 ∈ G(Af )
+ such that

κ1m1 = κ2m2b, for some b ∈ BG,f .
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We have an injection (from the fact that G(Af )
+ is the image of the simply connected

cover, which is B(1)(Af ), the reduced norm 1 units of B)

Nrd : G(Af )/G(Af )
+ → A×

F,f/
(
A×

f,F

)2
.

(Note that while we have descended the group G = PB× to G defined over Q, the

norm reduced map is still valued in F -adeles.) Since the image of BG,f is contained in

O×
F,f

(
A×

F,f

)2
, we see that the reduced norm of κ−1

2 κ1 is an element of F×/ (F×)
2
with

even valuation at every finite place. Therefore the number of B†
M,f -cosets is bounded

by the number of G(Q)+-cosets κ1G(Q)+ with norm reduced having the same parity

valuation at every finite place of F . This is in turn bounded by the cardinality of

E :=
{
x ∈ F× : νp(x) ∈ 2Z,∀ primes p

}
/
(
F×)2 .

There is a exact sequence

1 → O×
F /
(
O×

F

)2 → E → ClF [2] → 1

given by taking α ∈ E to the square root ideal of (α). Since F is totally real,

#
(
O×

F /
(
O×

F

)2)
= 2[F :Q].

This implies the claimed result.

Khayutin claims in Lemma 8.24 of [Kha19a] that for any γ ∈ (G×G)(Q), we can

use the contraction map G×G → G to deduce that N[γ] is equal to

#
(
AdBT

T,f \ AdT ctr(γ) ∩ ctr(B′
f )
)
.

However this claim is not quite accurate, due to the following group theoretic lemma:

Lemma 6.1.10. Let G be a group acting on a set X, and X ′ ⊂ X be a subset.

Suppose that H ≤ G is a subgroup such that H ·X ′ ⊂ X ′. Define, for x ∈ X,

Sx =
{
g ∈ G : g−1 · x ∈ X ′} ⊂ G.

This subset is a union of right H-cosets. Suppose that Sx is finite. Then, there is a

surjection

Sx/H → H \ (G · x ∩X ′)

where the set on the right is the collection of H-orbits of G · x∩X ′. However, this is

not a bijection, and

|Sx/H| =
∑

[Hg−1x]∈H\(G·x∩X′)

∣∣StabG(x)/StabG(x) ∩ gHg−1
∣∣ .
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Proof. The surjectivity of the map, given by g 7→ g−1 · x is obvious. The fibre above

the point Hg−1 · x is given by

StabG(x)gH/H ∼= StabG(x)/StabG(x) ∩ gHg−1.

The relevance of this lemma to the given situation is that the group M(Af )
T is

acting on X = G(Af ) × G(Af ) and N[γ] = |Sγ/B
T
M,f | in the notation of the lemma,

where we have taken X ′ = B′
f , H = BT

M,f . However, Khayutin deduces that this is

equal to the number of BT
M,f -orbits on the space M(Af )

T · γ ∩ B′
f before translating

this with the contraction map. Therefore a term is missing, and it is actually required

to understand ∣∣Mγ(Af )
T /Mγ(Af )

T ∩ (l, t)BT
M,f (l, t)

−1
∣∣

for each (l, t) ∈ M(Af )
T satisfying l−1γt ∈ B′

f . We now include this extra term in

our result.

Proposition 6.1.11. Suppose γ ∈ (G×G)(Q), such that ctr(γ) ̸∈ T(Q). Then∑
κ∈G(Q)/G(Q)+

ROf
γ,κ(B) ≤ Ξ2[F :Q]|ClF [2]|mG(Af )+

(
B†

G,f

)
mT

(
B†

T,f

)
M[γ],

where for fixed T, the constant Ξ depends only on whether Mγ is trivial or not,

Ξ =

{
1, if Mγ = 1

|T [2]/T [2] ∩ gBg−1| , if Mγ
∼= T[2],

and

M[γ] := #
(
AdBT

T,f \ AdT ctr(γ) ∩ ctr(B′
f )
)
.

Proof. For [γ] ∈ WQ, since we have reduced to the case of compact stabilisers,

StabM(γ) = Mγ is either trivial (when ctr(γ) ̸∈ NGT(Q)) or T[2] (when ctr(γ) ∈
NGT(Q) \ T(Q). In the trivial case, clearly the lemma above implies that

N[γ] = #
(
BT

M,f \
(
M(Af )

T · γ ∩B′
f

))
.

Now, the contraction map implies that

N[γ] = #
(
AdBT

T,f \ AdT ctr(γ) ∩ ctr(B′
f )
)
.

In the other case, we need to compute∣∣Mγ(Af )/Mγ(Af ) ∩ (l, t)BT
M,f (l, t)

−1
∣∣
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for (l, t) ∈ G(Af )× T satisfying l−1γt ∈ B′
f . There is a bijection

T[2] −→ Mγ

ζ 7−→ (γ1ζ
−1γ−1

1 , ζ)

and γ1ζ
−1γ−1

1 = γ2ζ
−1γ−1

2 . The condition that the image of ζ under this map lies in

(l, t)BT
M,f (l, t)

−1 is equivalent to the two conditions

ζ ∈ tgBg−1t−1 ∩ T , γ1ζ−1γ−1
1 ∈ lξ1Bξ

−1
1 l−1 ∩ lξ2Bξ−1

2 l−1.

It is a simple calculation that both of these conditions are equivalent to ζ ∈ gBg−1∩T .

Therefore ∣∣Mγ(Af )/Mγ(Af ) ∩ (l, t)BT
M,f (l, t)

−1
∣∣ = ∣∣T [2]/T [2] ∩ gBg−1

∣∣ .

6.1.4 Sum over Multiplicative Functions

We continue the expansion in the joint CM setting by analysing the structure of the

quotient AdBT
T,f \ AdT G(Q) in a similar way to the method of [Kha17], however

with some differences due to the potential non-triviality of the class group of F , the

subtorus T , as well as the infinitude of O×
F . Our results differ slightly over Q with

the results of Khayutin.

We restrict to the case that BT,f = KT,f = T(Af ) ∩ gfKfg
−1
f . Note that in this

case BT
T,f = KT , as defined in Definition 2.5.1 of the volume of a toral homogeneous

set. We also for convenience review the assumptions on T :

1. T = T(R)
∏

ν Tν splits as a product over finite places. In addition, we assume

that Tν = T(Fν) at all places ν where the quaternion algebra B is ramified.

2. T corresponds to a subgroup of the class group

T(Q) \ T(Af )/KT,f

and therefore that T(Q)KT,f ≤ T . It seems possible to weaken this result to

a subgroup of a ray class group (coming from a subgroup of KT,f , however

for simplicity we stick to the full class group. In particular, this means that

BT,f = BT .
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3. In addition, we assumed that T(A)+ ≤ T , so the quotient T(Af )/T has expo-

nent 2 (i.e. the subgroup of the class group corresponding to T contains the

squares). This assumption was crucial in order to apply the measure theory,

and seems difficult to remove.

4. Finally, we assume that A×
F ≤ T , and that T is fixed by Gal(E/F ). These

assumptions are more for convenience and do not seem essential to the method.

Define G(A)accessible = AdT(A)G(Q). From the representation of Proposition

2.4.1, we know that the elements tgt−1 ∈ G(A)accessible have representations in B(A)×

(note that B denotes concurrently the quaternion algebra B and the subgroup BT,f

- however no confusion should arise) given by((
a ϵb λν

σλν
σb

σλν

λν

σa

)
ν

)
ν

∈ B(A)×,

where (λν)ν ∈ A×
E is a lift of t ∈ T(A) and a, b ∈ E.

Definition 6.1.12. Define the invariant function

inv : AdKT,fAdT(R) \ AdT(A)G(Q) → F× \
(
E ×

(
EA(1)

E,f/Λ
(1)
f

))
as follows. Given an element tγt−1, with a representation as above in B(A)×, define

inv(tγt−1) = F×
(
a, b

(
λν
σλν

)
Λ

(1)
f

)
.

Since KT,f is the image of Λ×
f , this is in fact invariant under AdKT,f . It is independent

of the chosen representation of tγt−1 since any two of that form differ by A×
F∩E = F×.

Note that this is not the same definition of the invariant function as Khayutin

gives in [Kha17, Definition 8.25], since over totally real fields when we have infinitely

many units simply recording the ideal is not sufficient. However, some computations

appear to be easier with this invariant function.

Proposition 6.1.13. The fibres of the inv map have size 1 if b = 0. Otherwise the

fibre has a faithful transitive action of the group∏
ν∤∞

H1
(
G,Λ×

ν

)
,

where G = Gal(E/F ).
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Proof. First consider the fibre above F×(x, 0) for x ∈ E×. Then for any element of

the fibre, b = 0 and F×a = F×x uniquely determines an element of T(Q), so the fibre

has size 1.

Next, the fibre above F×(a, b(λσνλ
−1
ν )νΛ

(1)
f ) for a ∈ E, and b ∈ E×, λν ∈ E

(1)
ν . The

fibre consists of the images of((
a ϵb λν

σλν
v

σb
σλν

λν
v σa

)
ν

)
ν

,

where v ∈ Λ
(1)
f . The adjoint action of AdKT,f acts on v by multiplication by elements

of cbd
(
Λ×

f

)
where cbd(x) = x/σx. Therefore the size of the fibre is precisely[

Λ
(1)
f : cbd

(
Λ×

f

)]
=
∏
ν∤∞

#H1(Gal(E/F ),Λ×
ν ).

We now determine the image of the set AdT(Af )ctr(γ) ∩ ctr(B′
f ). First, let C =

{c1, ..., ch} be a fixed set of representatives for the class group of F which we pick to

have minimal norm amongst integral representatives of that class, and {δc : c ∈ C} ⊂
A×

F,f be a set of representatives for the ideals c ∈ C. We also choose a fundamental

domain R ⊂ (R[F :Q])sum=0 for the lattice (log ◦(| · |ν)ν|∞)(O×
F ). Choose η > 0 such

that there is a choice of fundamental domain R contained in [−η, η][F :Q]. Let T be

the number of units, ζ ∈ O×
F , mapping into [2−4e−2η, 24e2η]

[F :Q]
under the map

ζ 7→ (|ζν |ν : ν|∞) .

This is a fixed constant depending only on F . Set

ρ =

N(c)2N(s)−1df (xf )
∏
ν|∞

|Nm(sν)|νdν(xν)

1/[F :Q]

.

Definition 6.1.14. Let a ∈ A+
S be the element used to construct the Bowen balls in

Theorem 3.6.1, in particular it is regular at each place. Define

P :=
∏
ν|S

α∈Φ+
ν

pvν(α(aν))ν ⊂ OF .

This ideal records the ‘depth’ of the Bowen ball B(−n,n). Notice that 2 logNP is equal

to the entropy of the Haar measure of the action of a on [G(A)].
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The following Proposition is crucial to constructing a sum over multiplicative

functions. Notice that when x = ctr(ξ), the subset
∏

ν gνB
−1
ν xνBνg

−1
ν s−1

ν of the

Proposition is exactly ctr(B′
f ), from Proposition 6.1.11. In short, this Proposition

compares a rational lift with an optimal integral lift in order to produce an optimal

rational lift. At the primes dividing S, we get a stronger congruence condition on

this optimal lift when we restrict to the Bowen ball of level n.

Proposition 6.1.15. Fix (xν)ν ∈ G(Af ) such that ∀ν ∈ S, xν ∈ Aν. Let Bν = Ων

for ν ̸∈ S, and Bν = K(−n,n)
ν ⊂ Ων for ν ∈ S. If h ∈ G(A)accessible is contained in∏

ν gνB
−1
ν xνBνg

−1
ν s−1

ν and

inv(h) = F×(a, bΛ
(1)
f )

then for each c ∈ ClF there is at most T choices for the representatives a ∈ E, b ∈
EA(1)

E,f/Λ
(1)
f satisfying

1. a ∈ cs−1Λ̂

2. b ∈ (Pn) σ(st)−1cΛ̂f .

3. Nm(a)− ϵNm(b) ∈ F× has valuations

vν(Nm(a)− ϵNm(b)) = 2vν(c)− vν(Nm(sν)) + d(x0, xν · x0),∀ν ∤ ∞

ρe−2η ≤ |Nm(a)− ϵNm(b)|ν ≤ ρe2η28, ∀ν|∞.

4. For every infinite place ν|∞,

|aν |ν ≤ 28|sν |−1
ν eηρ.

The collection of c ∈ ClF where there is at least one such representative is contained

inside a coset of ClF [2]. Furthermore, if h ∈ AdT G(Q) then b ∈ ET (1)/Λ
(1)
f (where

we consider T < A×
E,f).

Recall again that we denote the Galois action of E/F by σ(·).

Proof. Let (a, bΛ
(1)
f ) be a lift of inv(h) with a ∈ F×, and b ∈ EA(1)

E,f/Λ
(1)
f .

For each place ν of F , choose (via Proposition 2.4.5) a representative rν ∈
B×(Fν) ∩ Oν of g−1

ν hνsνgν ∈ ΩνxνΩν satisfying

vν (Nrd(rν)) = d(x0, xν · x0),∀ν ∤ ∞

2−8 ≤ |Nrd(rν)|ν dν(xν) ≤ 1,∀ν|∞.

109



For ν|S, we can additionally stipulate rν ∈ O(−n,n)
ν . Due to Proposition 2.4.2, there

exists (αν)ν∤∞, (βν)ν∤∞ ∈ Λ̂f , the OF,f -dual of Λf , and µ ∈ A×
F such that at finite

places ν ∤ ∞

µν

(
ανs

−1
ν βν

σs−1
ν υντν

σβνs
−1
ν /τν

σασ
νs

−1
ν

)
=

(
a ϵb
σb σa

)
and for the split infinite places (where ϵν = σfνfν for some f ∈ E×), there are

αν , βν ∈ Eν such that |Nm(αν)|ν + |Nm(βν)| ≤ 1 and

µν

(
ανs

−1
ν βν

σs−1
ν fν

σβνs
−1
ν /fν

σασ
νs

−1
ν

)
=

(
a ϵb
σb σa

)
and for the ramified infinite places there are αν , βν ∈ Eν such that |Nm(αν)− ϵNm(βν)|ν ≤
1, and

µν

(
ανs

−1
ν ϵ σs−1

ν βν
σβνs

−1
ν

σαν
σs−1

ν

)
=

(
a ϵb
σb σa

)
.

The conditions on Nrd(rν) correspond to the additional statements

vν(Nm(αν)− υνNm(βν)) = d(x0, xν · x0),∀ν ∤ ∞

2−8 ≤ |Nm(αν)− υνNm(βν)|νdν(xν) ≤ 1,ν|∞ split

2−8 ≤ |Nm(αν)− ϵNm(βν)|ν ≤ 1,ν|∞ ramified.

By altering (αν , βν)ν∤∞ by a common factor of O×
F,f and (a, b) by a common factor

of F×, we can assume (µν)ν ∈ δcF
×
∞ for some c ∈ C. Any lift (a, bΛ

(1)
f ) satisfying this

additional condition must vary by a factor of O×
F since

vν(Nm(a)− ϵNm(b)) = vν(c
2Nms−1) + d(x0, xν · x0)

is completely determined for fixed c. It also shows that the possible values of c which

can arise are (contained in) a coset of ClF [2]. Now, we fix one possible c.

By the product formula for F , we know that∏
ν|∞

|Nm(a)− ϵNm(b)|ν = N(c2)N(s−1)df (xf ).

This implies that

N(c2)N(s−1)df (xf )
∏
ν|∞

|Nm(sν)|νdν(xν) ≤
∏
ν|∞

|µν |2ν ≤ N(c2)N(s−1)df (xf )
∏
ν|∞

28|Nm(sν)|νdν(xν).

We have assumed that fundamental domain R is contained in [−η, η][F :Q]. This means

that whatever the value of
∏

ν|∞ |µν |ν , we can adjust by an element of O×
F to ensure

that

e−η
d

√√√√∏
ν|∞

|µν |ν ≤ |µν |ν ≤ eη d

√√√√∏
ν|∞

|µν |ν ,∀ν|∞.
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The uncertainty in the product by 24[F :Q] means that any two values of O×
F moving

|µν |ν into this range must differ by a unit ζ ∈ O×
F satisfying

2−4e−2η ≤ |ζ|ν ≤ 24e2η,∀ν|∞.

Therefore, we get at most T lifts (a, bΛ
(1)
f ) for the given value of c. For (µν)ν satisfying

these conditions, we get

ρe−2η ≤ |Nm(a)− ϵNm(b)|ν ≤ ρe2η28.

We now see that for any of these representatives,

|aν |ν = |µν |ν |αν |ν |sν |−1
ν ,∀ν|∞.

By the fact that |αν |ν ≤ 1, we get

|aν |ν ≤ 28|sν |−1
ν eηρ.

The extra conditions on b at the places dividing S follows exactly as in the rational

case, by using the stronger result of Proposition 2.4.5 under the assumption that

xν ∈ Aν and h ∈ K(−n,n)
ν xνK(−n,n)

ν . The image of AdT G(Q) is clear.

We now move to a sum over ideals using these small representatives.

Definition 6.1.16. Let

J (Λ) = A×
E,f/Λ

×
f

which is the set of proper invertible Λ-ideals. Let J (Λ)pg be the image of E×AE,f (1)

in J (Λ), which is all of the ideals whose class lies in the principal genus. Finally,

let J (Λ)pg0 = J (Λ)pg ∪ {0}. We also need to be able to record the subgroup T .

For this, we define J (Λ)pg,T to be the image in J (Λ) of ET (1), and J (Λ)pg,T0 =

J (Λ)pg,T ∪ {0}.
The norm of an element b = b0(µν)ν ∈ E×A(1)

E,f with b0 ∈ E× is everywhere equal

to Nm(b0) ∈ F×. Define Nm(b) := Nm(b0) ∈ F×. To an ideal b ∈ J (Λ)pg0 we

associate a norm Nm(b) ∈ F×/O×
F by choosing a representative in EA(1)

E,f . In other

words, we associate a principal ideal in F .

Note that under the assumptions we have made on T , the subgroup T (1) of norm

one elements is precisely the image of t 7→ t/σt for t ∈ T . An element x ∈ A(1)
E,f is in

T (1) if and only if χ(x) = 1 for all χ ∈ T ⊥.
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To a pair of representatives (a, bΛ
(1)
f ) satisfying the properties of Proposition

6.1.15, we associate

(a, b) := (a, bΛ×
f ) ∈ E × J (Λ)pg0 .

In other words, we take the Λ-ideal b generated by bΛ
(1)
f . The point of going via

Proposition 6.1.15 is that while the map

EA(1)
E,f/Λ

(1)
f → A×

E,f/Λ
×
f ∪ {0}

has infinite fibres, this is no longer the case if we restrict to the subset of the domain

where the conditions for bΛ
(1)
f in Proposition 6.1.15 hold. Therefore, we can pass to

a sum over ideals bypassing the issue of infinitely many units.

Definition 6.1.17. Let M be the finite set of ζ ∈ F× satisfying

vν(ζ) = 2vν(c)− vν(Nm(sν)) + d(x0, xν · x0),∀ν ∤ ∞

ρe−2η ≤ |ζ|ν ≤ ρe2η28,∀ν|∞.

The size of M is bounded uniformly depending only on F .

Lemma 6.1.18. Let Sc ⊂ E × EA(1)
E,f/Λ

(1)
f be subset satisfying the conditions of

Proposition 6.1.15, i.e. with ‘small’ representatives, for the class [c] ∈ ClF . Then the

map

Sc → E × J (Λ)pg0

has fibres of size at most T . The image is contained in the subset satisfying

1. a ∈ cs−1Λ̂,

2. For every infinite place ν|∞,

|aν |ν ≤ 28|sν |−1
ν eηρ

3. b ⊂ (Pn) σ(st)−1cΛ̂,

4. Nm(b) = (1
ϵ
(Nm(a)− ζ)) for some ζ ∈ M .

Proof. Consider (a, b0(µν)νΛ
×
f ) in the same image, with b0 ∈ E, (µν)ν ∈ A(1)

E,f . Clearly,

if b0 = 0, the fibre has size 1.

Otherwise, if (a, b′0(µ
′
ν)νΛ

(1)
f ) is in the fibre, b′0µ

′
ν = λνb0µν for some λν ∈ Λ×

ν .

There are at most T possibilities for Nm(b′) = Nm(λν)Nm(b0). Suppose Nm(b) =

Nm(b′), then λν ∈ Λ
(1)
ν , and these points in the fibre are the same.
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We also note that as in the rational case, we can rule out part of the fibres in

Proposition 6.1.13 using the explicit identification of the non-trivial elements of the

local cohomology groups as in Proposition A.3.

Proposition 6.1.19. Let h ∈ G(A)accessible have small representative (a, bΛ
(1)
f ) as

described in Proposition 6.1.15. For primes ν ∤ dΛ/OF
, the group H1(G,Λ×

ν ) is trivial.

For ν|dΛ/OF
coprime to 2 where Bν is split, and b ∈ σ(st)−1cΛ (in particular notice

Λ, rather than Λ̂), not both elements of H1(G,Λ×
ν ) · hν can lie in gνB

−1
ν xνBνg

−1
ν sν.

The proof is identical to Proposition 8.32 of [Kha17].

Definition 6.1.20. Define the function

f : F× → N

such that f(x) is equal to the number of ideals b ⊂ Pnσ(st)−1cΛ̂ for which Nm(b) =

(x) and b ∈ J (Λ)pg,T . This clearly descends to a function on principal ideals.

Also, define the multiplicative function r : F× → N by the restriction to principal

ideals of a multiplicative function on all fractional ideals of F (which we also call r)

requiring that

r(pk) =



1, if p ∤ DΛ/F , else

2, if G is not split at p, else

2[Fν :Q2], if p|2, else

1, if k < ordp(c
2(Nm(st))−1),

2, o/w

Theorem 6.1.21. Suppose that Assumption 6.1.5 holds. Then the correlations can

be bounded as

Cor[µ, ν](B(−n,n)) ≪F vol([T g])−1vol
(
[G∆(A)+ξ]

)−1
e−2nhGsc (a)(S1 + S2)

Where hGsc(a) is the entropy of the Haar measure on Gsc under the action of a, and

S1 := 2ωF (DΛ/F )
∑

[c]∈ClF

#
{
a ∈ cs−1Λ̂ : |aν |ν ≤ 28|sν |−1

ν eηρ
}

S2 :=
∑

[c]∈ClF
ζ∈M

∑
a∈cs−1Λ̂

|aν |ν≤28|sν |−1
ν eηρ,∀ν|∞

f

(
Nm(a)− ζ

ϵ

)
r

(
Nm(a)− ζ

ϵ

)
.

where ωF is the prime counting function on ideals of F .

113



This is the generalisation of Theorem 8.7 of [Kha17] - note that as mentioned after

Lemma 6.1.6, Assumption 6.1.5 will hold for tori Ti with i≫ 1 under the assumptions

of our main theorem. Note, however, that the totally real case does not allow a sum

over a product of multiplicative functions, f, g as in that Theorem, since we have

infinitely many units. Instead in Theorem 6.1.21 we have first a sum over integral

elements (which replaces the function g in Khayutin’s result), then a count of ideals.

Let us briefly recall the dependence of each constant here on the conditions:

• η, T depend only on the field F ,

• ϵ depends only on the quaternion algebra B.

• s is the ideal generated by the twist s ∈ T(A),

• ρ depends on c, s, ξ.

• Λ depends on the embedding T → G.

• The size of M is bounded uniformly (depending only on F ), however M de-

pends on c, s, ξ.

Proof. From Corollary 6.1.7 (hence the need for Assumption 6.1.5), Lemma 6.1.8 and

Proposition 6.1.11, we see that

Cor[µ, ν] ≤ 2[F :Q]|ClF [2]|mG(Af )+(B
†
G,f )mT (B

†
T,f )mT(R)(T(R))·

mG(R)+
(
ξ1,∞Ω2

∞ξ
−1
1,∞ ∩ ξ2,∞Ω2

∞ξ
−1
2,∞
)
·Ξ

2

∑
[γ]∈WQ

ctr(γ)∈wT(Q)

M[γ] +
∑

[γ]∈WQ
ctr(γ) ̸∈NGT(Q)

M[γ]


The volume computation to deal with homogeneous Hecke sets is exactly as in the

rational case, and for the toral set we use

mT (B
†
T,f )mT(R)(T(R)) = vol ([T g])−1 .

By applying the invariant function map, and choosing small representatives, not-

ing that the function r defined above gives an upper bound on the fibre (as shown in

Appendix A), we find that∑
[γ]∈WQ

ctr(γ)∈wTT(Q)

M[γ] ≤
∑

[c]∈ClF

#
{
a ∈ cs−1Λ̂ : |aν |ν ≤ 28|sν |−1

ν eηρ
}
.
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For the second, more important, term we get∑
[γ]∈WQ

ctr(γ)̸∈NGT(Q)

M[γ] ≤ T
∑

[c]∈ClF
ζ∈M

∑
a∈cs−1Λ̂

|aν |ν≤28|sν |−1
ν eηρ

f

(
Nm(a)− ζ

ϵ

)
r

(
Nm(a)− ζ

ϵ

)

Finally, we compute Ξ given our data. It only appears for the S1 term since it is the

size of Mγ(Af )/Mγ(Af ) ∩BM,f . This is equal to

T [2]/T [2] ∩BT,f .

This can be computed locally, and in fact we see that a place (coprime to 2) contributes

a factor of 2 precisely if no element of Λ×
ν has trace zero. If Λν = OEν then such

elements exist when ν is unramified in E. If Λν = OFν + fνOEν then for ν ∤ 2 and

x ∈ O×
Fν
,

Tr(x+ fνy) = 2x+ yTrfν ∈ O×
Fν

is non-zero. Thus we get that Ξ ≤ 2[F :Q]2ωF (DΛ/F ).

The S1-term in the Theorem above is easy to compute simply via the geometry

of numbers. In particular, with F fixed, we get

S1 ≍ 2ωF (DΛ/F )df (ctr(ξf ))d∞(ctr(ξ∞))
N fΛ√
∆E

.

The difficult term is S2. However, since the size of M is uniformly bounded, it suffices

to bound each inner sum individually. That is, we wish to bound∑
a∈cs−1Λ̂

|aν |ν≤28|sν |−1
ν eηρ

f

(
Nm(a)− ζ

ϵ

)
r

(
Nm(a)− ζ

ϵ

)
.

Proposition 6.1.22. The sum above is bounded above by

2[F :Q]
∑

a∈cs−1Λ̂
|aν |ν≤28|sν |−1

ν eηρ
υP2n|(Nm(a)−ζ)(Nms)c−2DΛ/F

(f0 · r0)
(
(Nm(a)− ζ)(Nms)c−2DΛ/F

υP2n

)
,

where f0, r0 are multiplicative functions defined on A×
F,f/NmΛ×

f by

f0(xνNmΛ×
ν ) = #

{
b ⊂ Λν : Nmb = xνNmΛ×

ν , [b] ∈ T
}

and

r0(xνNmΛ×
ν ) =

{
2, if ordν(xν) ≥ ordνDΛ/F , ν ∤ 2
1, o/w.
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Proof. The conditions for b which are counted by f are b ⊂ Pnσ(st)−1cΛ̂, Nm(b) =

(x), b ∈ J (Λ)pg and [b] ∈ T . For a ∈ cs−1Λ̂ to satisfy f
(
1
ϵ
(Nm(a)− ζ)

)
̸= 0, we

require that (
Nm(a)− ζ

ϵ

)
⊂ P2nNm(st)−1c2D−1

Λ/F

which, using the fact that ϵ = υντ
σ
ν τν , we see is equivalent to

υP2n|(Nm(a)− ζ)(Nms)c−2DΛ/F .

Therefore, if we let b = Pnσ(st)−1cb0Λ̂, then b contributes to f(1
ϵ
(Nm(a) − ζ)) iff

b0 contributes to f0(
1

υP2n (Nm(a)− ζ)(Nms)c−2DΛ/F ), b0 ∈ T (this uses our assump-

tions on T along with the fact that at primes ν unramified in B, τν = dΛν/F ) and

[b0] = [P−nσ(st)c−1dΛ/F ]Pic(Λ)
pg. However, from principal genus theory, we know

that we can detect the principal genus by testing Nmb0 ∈ A×
F,f/NmΛ×

f against all the

characters of

F× \ A×
F/F

≫0
∞ NmΛ×

f .

If Nmb0 = 1
υP2n (Nm(a) − ζ)(Nms)c−2DΛ/F ), then all we require is that for all such

characters χ which need testing,

χ

(
1

υP2n
(Nm(a)− ζ)(Nms)c−2DΛ/F

)
= χ

(
P−2nNm(st)c−2DΛ/F

)
This is equivalent to

χ((Nm(a)− ζ)ϵ−1) = 1

which is immediate since χ vanishes on F×. All that is left is to deal with r, however

it is clear that under this translation from b to b0, r0 corresponds to r except we

have assumed all places above 2 contribute to r, and this is where the factor of 2[F :Q]

enters.

Note that, in order to conclude the proof of Theorem 2.6.5, we need to prove

that as i→ ∞, the sum of Proposition 6.1.22 is bounded above (uniformly for ctr(ξ)

varying over a compact subset of G(A)) by

vol([T g])e−ϵnhGsc (a)

for some ϵ > 0. Recall from Definition 6.1.14 that ehGsc (a) = NP. The presence of ξ

in Proposition 6.1.22 is via ρ.
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6.2 The Spectral Expansion

Just for interest, we also record here alternative approach to an expansion of the

correlation, but not one that we will use now - we would however be interested to see

whether a fully automorphic approach to this correlation could give any meaningful

results. We could consider a spectral expansion of the correlation in terms of the

L2-eigenfunctions on the space [G(A)]. This works as follows.
Let’s just assume for now that everything is already simply connected. We are

comparing [T(A)g] with [L(A)h]. Then, we get that

Corr(µ, ν)[f ] =

∫
[T(A)]

∫
[L(A)]

∑
γ∈G(Q)

f(g−1x−1γyh)dydx

=

∫ ∫ ∑
ϕ

ϕ(x)

∫
[G(A)]

ϕ(z)
∑

γ∈G(Q)

f(g−1z−1γyh)dz

 dydx

=

∫ ∫ ∑
ϕ

ϕ(x)

(∫
G(A)

ϕ(z)f(g−1z−1yh)dz

)
dydx

=
∑
ϕ

(∫
[T(A)]

ϕ(x)dx

)(∫
[L(A)]

((Rf ′)ϕ)(y)dy

)
where,

((Rf ′)ϕ)(y) =

∫
G(A)

ϕ(z)f ′(y−1z)dz =

∫
G(A)

f ′(z)ϕ(yz)dz

and f ′(z) = f(g−1z−1h). Thus, we only need to pick out the forms ϕ for which the

torus period is non-zero.

Alternatively, and completely symmetrically, we could consider the spectral ex-

pansion in the variable y, and then we would obtain the relation

Corr(µ, ν)[f ] =
∑
ϕ

(∫
[L(A)]

ϕ(y)dy

)(∫
T(A)

((Rf ′′)ϕ)(x)dx

)
where f ′′(z) = f(g−1zh) = f ′(z−1).

Furthermore, we could actually do both expansions, and we get

Corr (µ, ν) [f ] =
∑
ϕ,φ

(∫
[T(A)]

ϕ(x)dx

)(∫
[L(A)]

φ(y)dy

)∫
z∈G(A)

f ′(z)

(∫
[G(A)]

φ(w)ϕ(wz)dw

)
dz

=
∑
ϕ,φ

PT(ϕ)PL(φ)aφ
(
R(f ′)ϕ

)
.

Here, aϕ(·) refers to the coefficient of ϕ in the L2-decomposition of an element of

L2([G(A)]) into our chosen basis.
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6.2.1 The Joint Quaternion Algebra Case

Let’s consider doing this in the case where T = T∆,L = G∆ ≤ G × G for G the

projective group attached to a definite quaternion algebra. Then the forms ϕ are

of the form ϕ1 ⊗ ϕ2 for a pair of forms ϕ1, ϕ2 for G. Then, we get from the second

expansion that

Corr(µ, ν)[f ] =
∑
ϕ1,ϕ2

(∫
[G(A)]

ϕ1(y)ϕ2(y)dy

)(∫
[T(A)∆]

((Rf ′′)ϕ1 ⊗ ϕ2(x)dx

)

The first integral is non-zero precisely when ϕ2 = ϕ1, and so this simplifies to

Corr(µ, ν)[f ] =
∑

ϕ on G

∫
[T(A)∆]

((Rf ′′)ϕ⊗ ϕ)(x)dx.

Explicitly, the function ((Rf ′′)ϕ⊗ ϕ) is given by

((Rf ′′)ϕ⊗ ϕ)(x) =

∫
G(A)×G(A)

f ′′(s1, s2)ϕ(xs1)ϕ(xs2)d(s1, s2)

=

∫
f(s1, s2)ϕ(xg1s1h

−1
1 )ϕ(xg2s2h

−1
2 )d(s1, s2)

=

∫
1B(s1)ϕ(xg1s1h

−1
1 )ds1

∫
1B(s2)ϕ(xg2s2h

−1
2 )ds2

which is a function x ∈ T(A). It is a product of two forms which are then integrated

over the torus in the final summation.

Alternatively, we could consider the double spectral expansion in this case. There

are two interesting periods. The non-vanishing of the period PL(φ) simply tells us

that φ = φ1 ⊗ φ1. The toric period is then of the form∫
[T(A)]

ϕ1(x)ϕ2(x)dx.

This approach to joint equidistribution would require a bound on∑
ϕ1,ϕ2

∫
[Ti(A)]

ϕ1(x)ϕ2(x)dx
∑
φ

aφ(R(1gB(n)h−1)ϕ1 ⊗ ϕ2)

as n→ ∞, where ϕ1, ϕ2, φ run over the eigenforms of G.
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Chapter 7

Analytic Input for Mixing

For the Mixing Conjecture, once we have reduced to a sum of values of a multiplicative

function in a number field, there is a reasonable amount of analytic input required

to bound these sums. We deal with the required analysis in this chapter. First,

we prove a Van der Corput bound on the number of integral points in an ellipsoid

for number fields. Then we develop sieve results analogous to those of Chapter 9 of

[Kha17], however over a general number field we require an adelic version of sieve

theory. Since sieve theory is inherently compatible with an adelic formulation, this

requires little extra work. We were, however, unable to find an adelic formulation of

sieves in the literature, so this may be of some independent interest.

7.1 Van der Corput for Number Fields

We require a good bound on the number of points in a Λ-ideal r with bounded

valuations at the infinite places, of a similar quality to the Van der Corput bound

for binary quadratic forms over Q. Such a bound is almost certainly contained in

the vast literature on lattices and quadratic forms, however since we were unable to

find a reference, we prove the result here, using the same method of Van der Corput

(although we follow the review of this method in [Gui78]). To get well controlled error

terms, we actually deal not with the set of lattice points such that each Archimedean

norm is bounded by a fixed constant, but rather the set of lattice points such that the

sum of the Archimedean norms is bounded. This shifts the problem from a product

of ellipses to an ellipsoid, which is a more regular domain over which to apply the

Fourier theoretic methods of Van der Corput. Expanding the domain over which we

perform our summation in Proposition 6.1.22 to an ellipsoid rather than a sum of

ellipses does no harm.
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Let ER = {(xν)ν ∈ K∞ :
∑

ν |xν |2ν ≤ R2}, for R > 0, where we use the usual norm

on Kν
∼= C rather than its square. We wish to get a bound for

S(a, I, r, R) := |(a+ Ir) ∩ ER| =
∑

x∈(a+Ir)

1ER
(x),

where r is a Λ-ideal (Λ an OF -order in K), a ∈ r and I ⊂ OF an ideal. The bound

that we require is the following: for some θ, η > 0, there exists C > 0 such that when

covol(Ir) ≤ vol(E ),∣∣∣∣S(a, I, r, R)− vol(E )

covol(Ir)

∣∣∣∣ ≤ C
(
NmI2

)−θ
(

vol(E )

covol(r)

)1−η

(7.1)

To achieve this, we use Poisson summation for number fields, however we first

need to alter the right hand side to be a sum over K of an adelic Schwartz function.

This requires some smoothing. Let

ρ0 : R≥0 → R≥0

be a smooth function such that supp(ρ0) ⊂ [0, 1], all one sided derivatives at r = 0+

are 0, and
∫ 1

0
rρ0(r)dr =

(
2πd

(d−1)!

)−1

. Then the radially symmetric function ρ : R2d →
R≥0 defined by ρ(x) = ρ0(|x|) is smooth, non-negative, supported on the unit ball,

and has total integral 1. Scaling this, we define ρϵ(v) =
1
ϵ2d
ρ
(
v
ϵ

)
. Then, we form the

convolution on K∞ ∼= (R2)[F :Q],

1R,ϵ := ρϵ ∗ 1ER
,

as well as the approximate count

Sϵ(a, I, r, R) =
∑

x∈(a+Ir)

1R,ϵ(x).

For points inside ER−ϵ, the function 1 R,ϵ returns identically 1, and for points outside

ER+ϵ the function returns 0. Therefore, we see that

Sϵ(a, I, r, R− ϵ) ≤ S(a, I, r, R) ≤ S(a, I, r, R + ϵ).

We can write ∑
x∈(a+Ir)

1R,ϵ =
∑
x∈K

Φ(x)
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for a Bruhat-Schwartz function defined by Φ∞(x∞) = 1R,ϵ(x∞), which is a Archimedean

Schwartz function (actually a uniform limit of such things, however the Poisson Sum-

mation formula also holds for these) due to the smoothing of ρϵν , and Φf (xf ) =

1a+(Ir)⊗Ẑ(xf ). The adelic Poisson Summation formula now tells us that∑
x∈K

Φ(x) =
∑
x∈K

Φ̂(x).

A simple computation of the Fourier transform of the Bruhat-Schwartz function Φ

shows that this identity is

Sϵ(a, I, r, R) =
2[F :Q]

|DΛ|1/2NmI2Nmr

∑
x∈I−1 r̂

e2πiTrK/Q(xa)1̂ER
(x)ρ̂ϵ(x).

The product in the infinite places arises since the Fourier transform of a convolution

is simply a product of the Fourier transforms. The x = 0 ∈ r̂ term gives the leading

order growth
2[F :Q]1̂ER

(0)ρ̂ϵ(0)

|DΛ|1/2NmI2Nmr
=

vol(ER)

covol(Ir)
.

Thus it remains to bound the error term

Eϵ(a, I, r, R) :=
∑

x∈I−1 r̂\0

e2πiTrK/Q(xa)1̂ER
(x)ρ̂ϵ(x).

First, since ρϵ is a smooth compactly supported function, its Fourier transform is

rapidly decaying faster than any non-zero rational function. Also,

ρ̂ϵ(x) = ρ̂(ϵx).

Thus, for every N ∈ N we can find an A > 0 depending only on N such that

ρ̂ϵ(x) ≤ A(1 + ϵ2
∑
ν

|xν |2ν)−N ,∀ϵ ∈ R>0, x ∈ K∞. (7.2)

For the other term, we can use the standard computation of the Fourier transform of

the indicator function of the unit ball to get

1̂ER
(x) = RdJd(R

√∑
ν |xν |2ν)

(
∑

ν |xν |2)
d/2

,

where Jd is the order d = [F : Q] Bessel function. There exists a constant B > 0

such that for all z > 0, Jd(z) ≤ Bz−1/2. Therefore, we deduce that there is a fixed

constant C > 0 depending only on N , such that

1̂ER
(x)ρ̂ϵ(x) ≤ CRd−1/2 (1 + ϵ2

∑
ν |xν |2ν)−N

(
∑

ν |xν |2)
d/2+1/4

.
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Suppose that we choose a symmetric fundamental domain F for the lattice r̂, and let

r1, r2 > 0 be optimal such that B(r1) ⊂ F ⊂ B(r2). Let

fϵ(x) =
(1 +

∑
ν ϵ

2|xν |2)−N

(
∑

ν |xν |2)d/2+1/4
.

Then, we may approximate

fϵ(x) ≤
1

volF

∫
y∈x+F

fϵ(y)dy sup
y∈x+F

fϵ(x)

fϵ(y)
.

Since the supremum on the right is reached when ||x||2 > 2r1 is minimal, we see that

it is uniformly bounded above by (r2/r1)
d+1/2 with the constant depending only on

N . We now combine all of the integrals to get an upper bound∣∣∣∣∣∣
∑

x∈(b+r̂)\0

1̂ER
(x)ρ̂ϵ(x)

∣∣∣∣∣∣ ≤ A
Rd−1/2r

d+1/2
2

vol(F)r
d+1/2
1

∫
R2d

fϵ(y)dy

By a change of variables, we finally arrive at

Eϵ(a, I, r, R) = A
Rd−1/2ϵ1/2−dr

d+1/2
2

vol(F)r
d+1/2
1

∑
x∈I−1 r̂/̂r

wxe
2πiTrK/Q(xa) (7.3)

where wx ∈ (−1, 1). Let Gw,a,I,r be the exponential sum given here. Notice that

the weights here are not arbitrary, they are the weights of equation (7.2) scaled by a

common factor.

To get the optimal bound, we balance the errors in physical space with those in

reciprocal (Fourier) space. This leads to us setting

Rd−1/2ϵ1/2−dr
d+1/2
2

vol(F)r
d+1/2
1

Gw,a,I,r = R2d−1ϵ,

which gives

ϵ = R− 2d−1
2d+1

(
r2
r1

)
vol(F)−

2
2d+1G

2
2d+1

w,a,I,r.

The two errors now match, and we get a single error term. Noting that vol(F) =

|DΛ|−1/2Nmr−1, we reach

S(a, I, r, R) = vol(ER)

covol(Ir)
+O

((
vol(ER)

covol(Ir)

) 2d−1
2d+1

(
G2

w,a,I,r

NmI4

) 1
2d+1

(
r2
r1

))
Now, in order to deduce the bound of equation (7.1) that we require in the next

section, we must prove(
r2
r1

)
|Gw,a,I,r|

2
2d+1 ≪ (NmI2)

2
2d+1

−θ

(
vol(ER)

covol(r)

) 2
2d+1

−η

for some θ, η > 0. We expect the following:
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Assumption 7.1.1. A bound of the form

|Gw,a,I,r| ≤
(
NmI2

)1−θ

when NmI2 ≤ vol(ER)
covol(r)

.

However we have been unable to find this in the literature in this setting and so

simply list it as an assumption to the main theorem. Given this, to get a non-trivial

point count bound we require a result of the form

r2
r1

≤
(
vol(ER)

covol(r)

) 2
2d+1

−η0

.

If we translate this into the setting for which we will be applying the result, i.e. to

the counts given in Proposition 6.1.22, i.e. where r = cs−1Λ̂ and R2 ≍ Nm(s)−1/d,

then
vol(ER)

covol(r)
= A|DΛ|1/2.

Therefore the required result is
r2
r1

≪ |DΛ|θl

for some θl > 0. Recall from the method above that r1, r2 are chosen optimally such

that B(r1) ⊂ Fr̂ ⊂ B(r2) where Fr̂ is a fundamental domain for r̂ ⊂ K∞ = Cd which

we may choose.

As this is a statement on the shape of fundamental domains of OF -lattices in

K, it is natural to use reduction theory for SL2(F )/SL2(OF ). We summarise this

theory in the proposition below (following [Str21]). Let c1, ..., ch ⊂ OF be the integral

representatives of minimal norm in OF for each class in ClF . Since ideals in Dedekind

domains can always be generated by two elements, we write ci = (ρi, σi) - and fix

elements ηi, ξi ∈ c−1
i such that ρiηi−σiξi = 1. In addition, we choose a basis ϵ1, ..., ϵd−1

of fundamental units for the group O×
F / {±1}. Finally, for each ideal ci, choose an

integral basis βi
1, ..., β

i
d for c−2

i . Recall also that we have identified K∞ ∼= Cd and

inside this space we have the upper-half space Hd = {(zν)ν : Im(zν) >,∀ν}.

Proposition 7.1.2. Let s ⊂ K be a Λ-ideal (recall Λ is an OF -order). Then there

is a free OF -submodule s′ ⊂ s with index at most C := maxiNci, with an OF -basis

{x, zx} ⊂ s′ satisfying the following for some ideal class ci:

• z ∈ K ∩Hd;
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• The function

{(I, v) : v ∈ Is′} −→ Q>0

(I, v) 7−→ Nm(v)Nm(I)−2

where I is an integral ideal of OF , is minimised at (ci, ρix− σizx).

• (Re(zν))ν ∈
∑d

j=1[−
1
2
, 1
2
)βi

j.

• (log(Im(zν)))ν ∈ 1
d
log(

∏
ν Im(zν)) +

∑d−1
j=1[−1, 1)(log(|ϵj|ν))ν.

Proof. The first statement follows from the fact that by the classification theorem for

modules over a Dedekind domain,

s ∼= OF ⊕ ci

for a unique ci. This contains the submodule cj ⊕ ci where cj is the representative of

the class [ci]
−1. Now by Steinitz’s Theorem, cj ⊕ ci is free of rank 2.

The conditions on s′ are simply a summary of [Str21].

Part of the construction of this fundamental domain is the notion of the distance

to a cusp. Let (ρ, σ) = a be a cusp ( with ρ, σ ∈ OF ). Then the distance ∆(z, (ρ, σ))

is defined to be

∆(z, (ρ, σ)) := N(a)−1N(Im(z))−1/2N(ρ− σz)1/2.

The second condition in the Proposition is equivalent to the fact that (ρi, σi) = ci is

the nearest cusp.

Definition 7.1.3. For any compact subset, C, in R2d, let r1(C), r2(C) be the smallest

(resp. largest) radius of a circle containing (resp. contained in) C.

Definition 7.1.4. Let E0 be the sphere in R2d with centre at the origin and radius

1/2. Given a basis, B, of R2d, define the ellipsoid, EB, generated by B to be the

image of E0 under the unique transformation taking the standard basis to B.

Lemma 7.1.5. Suppose that z ∈ Ψ where Ψ ⊂ Hd satisfies

1. for each i = 1, ..., d, there exists an ϵi > 0 such that ∀w ∈ Ψ, Im(wi) > ϵi for

all i, and there is a constant B such that Im(wi)/Im(wj) < B for all i, j and

all w ∈ Ψ.

2. the projection Re : Ψ → Rd has bounded image.
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Then, there is a constant AΨ such that for every ellipsoid, Ez, generated by the basis

Bβ,z := {β1, ..., βd, β1z, ..., βdz} satisfies

r2(EBβ,z
)

r1(EBβ,z
)
≤ AΨ

(∏
i

Im(zi)

)1/d

.

Here, {β1, ..., βd} = {β1
1 , ..., β

1
d} is the chosen fixed basis of OF .

Proof. Let β be the matrix given by the embeddings of βi into Rd, that is, if βi =

(βi,1, ..., βi,d) ∈ Rd,

β =

β1,1 . . . βd,1
...

. . .
...

β1,d . . . βd,d

 .

Also, let x = diag(Re(z1), ...,Re(zd)) and y = diag(Im(z1), ..., Im(zd)). Then the

matrix sending the standard basis of Cd to the basis of the Lemma is given by(
β xβ
0 yβ

)
=

(
β

β

)(
1d x

y

)
.

Therefore, the ellipsoid Ez is the image under the matrix Z =

(
1d x

y

)
of the fixed

ellipsoid E1, which is the ellipsoid generated by the R-basis {β1, ..., βd, β1i, ..., βdi} of

Cd. The quantities r1(E1), r2(E1) depend only on the chosen basis for F . Let Bz be

the basis {e1, ..., ed, z1, ..., zd} of Cd. Then it is clear that

r1(E1)r1(EBz) ≤ r1(EBβ,z
) ≤ r2(EBβ,z

) ≤ r2(E1)r2(EBz).

Therefore,
r2(EBβ,z

)

r1(EBβ,z
)
≪F,β

r2(EBz)

r1(EBz)
. (7.4)

To analyse EBz it makes sense to change the order of the basis such that the matrix

moving the standard basis to this one is block diagonal with 2x2 block entries,

M =


1 Re(z1)

Im(z1)
. . .

1 Re(zd)
Im(zd)

 .

The ellipsoid EBz is equal to {
vT (M−1)TM−1v = 1/4

}
,
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and therefore we need to determine the ratio of the (square roots of the) largest and

smallest eigenvalue of (M−1)TM−1, or equivalently of MMT . This is block diagonal

again with blocks (
1 + Re(zi)

2 Re(zi)Im(zi)
Re(zi)Im(zi) Im(zi)

2

)
Let λi,big > λi,small > 0 be the eigenvalues of this matrix. Then

λbig
Im(zi)2

=
1

2

(
1 + Im(zi)

−2(1 + Re(zi)
2)
)
+

√
(1 + Im(zi)−2(1 + Re(zi)2))

2 − 4Im(zi)−2.

Since 0 ≤ Im(zi)
−1 < ϵ−1

i and Re(zi) ranges over a bounded subset of R, this quantity
is bounded above independently of z. Therefore,√

λbig
λsmall

=

√
λ2big

Im(zi)2
≤ BΨIm(zi).

In fact
r2(EBz)

r1(EBz)
=

√
maxi λi,big
mini λi,small

.

However, using the first condition of the Lemma, we see that for any i, j,

λi,big
λj,small

=
λi,bigλj,big
λj,smallλj,big

≤ B2 λi,bigλj,big
λi,bigλi,small

= B2 λj,big
λi,small

.

If we choose i, j such that λi,big is maximal and λj,small is minimal, then

r2(EBz)

r1(EBz)
=

√
λi,big
λj,small

≤ B

√
λj,big
λi,small

≤ B

√
λi,big
λi,small

≤ BΨBIm(zi) ≤ BΨB
2− 1

d

(∏
i

Im(zi)

)1/d

.

Combining this with (7.4) we complete the proof.

Proposition 7.1.6. The ratio r2/r1 for the fundamental domain F of the lattice s is

bounded above by

r2
r1

≪F

(
covol(s)

minv∈sN(v)

)1/d

.
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Proof. We can choose the fundamental domain F to be the image under a unique

element of GL2d(R) of the (closed) fundamental domain

F0 =

{
(xi)i : |xi| ≤

1

2

}
for the lattice Z2d ⊂ R2d = Cd = K∞. Suppose furthermore that the basis corre-

sponding to this transformation is of the form Bβ,z for some z ∈ Hd as defined in the

previous Lemma. Consider the ellipsoid, E , contained in F , which is the image of the

sphere of radius 1/2 under this same map. It is easy to see that

E ⊂ F ⊂
√
2dE

Therefore,

(2d)−1/2 r1(E)
r2(E)

≤ r1(F)

r2(F)
≤ (2d)1/2

r1(E)
r2(E)

.

By Corollary 9 of [Str21], we know that the fundamental domain described in Propo-

sition 7.1.2 is the union of a compact part and the cuspidal parts associated to

ci = (ρi, σi) for each element of the class group of F . There exists a fixed constant

D > 0 depending only on F such that if ci is the closest cusp to z then ∆(z, ci) < D.

Then, consider the lattice s′′ = ⟨ηixz − ξix,−σixz + ρix⟩. This satisfies

cis
′ ⊂ s′′ ⊂ c−1

i s′

Furthermore, we can associate to s′′ the element w = ηiz−ξi
−σiz+ρi

. By the definition of

∆(z, ci), we see that ∏
i

Im(wi) =
N(Im(z))

N(−σi + ρi)
> (N(ci)D)−2.

By reducing the basis 1, w with respect to the stabiliser in SL2(OF ) of the cusp at

∞, we can conclude that every lattice s has a commensurable lattice s′′ with

[s : s′′ ∩ s], [s′′ : s′′ ∩ s] ≤ C2,

such that s′′ is a free OF -lattice of rank 2 generated by {x′, z′x′} with z′ ∈ Ψ where

Ψ is as in Lemma 7.1.5 with the constants (ϵi)i, B depending only on F .

Moving to a commensurable lattice in this way loses at most a factor of C2 to the

best possible ratio r2/r1 for the lattice.

Thus, by the Lemma 7.1.5, we get

r1(F)

r2(F)
≪F N(Im(z′))1/d = covol(s)1/dN(x′)−1/d.
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From the construction above, we see that x′ = (−σiz + ρi)x and by the definition of

ci = (ρi, σi) being the nearest cusp, we see that

min
v∈s′

N(v) ≤ N(x′) ≤ N(ci)
2min

v∈s′
N(v)

Therefore N(x′) ≍F minv∈sN(v). The result follows.

Corollary 7.1.7. In the setting of Proposition 6.1.22, let Rc = min a⊂Λ
[a]=[c−1s]

Na. Sup-

pose there exists η > 0 such that

Rc ≥ |DΛ|
1

2(2d+1)
+η

then ∣∣∣∣∣S(a, I, cs−1Λ̂, R)− vol(ER)

covol(Ics−1Λ̂)

∣∣∣∣∣≪ (NI2)−θ

(
vol(ER)

covol(cs−1Λ̂)

)1−η

,

where θ > 0 comes from the Van der Corput bound on exponential sums from As-

sumption 7.1.1.

Proof. In this setting, r = cs−1Λ̂, R2 ≍ N(s)−1/d and

vol(ER)

covol(r)
≍ |DΛ|1/2.

Applying the previous Proposition to r̂ = c−1s, we get

r2(Fr̂)

r1(Fr̂)
≪F

(
|DΛ|1/2N(c)−2N(s)

minv∈c−1sN(v)

)1/d

=

(
|DΛ|1/2

Rc

)1/d

Therefore, the error term in the Van der Corput method is bounded uniformly by

(
|DΛ|1/2

) 2d−1
2d+1

G
2

2d+1

NI2
|DΛ|

1
2dR−1/d

c ≤ (NI2)−θ|DΛ|
1
2
(1−η),

where the exponent θ > 0 comes from Van der Corput’s bound on exponential sums.

Suppose that RF = max[c]∈ClF mina⊂OF
[a]=[c]

Na, then clearly

R[OF ]R
−2
F ≤ Rc ≤ R[OF ]R

2
F

Therefore, for F fixed, the assumption of Corollary 7.1.7 on Rc is equivalent to the

same assumption for any other c′ ∈ ClF . Therefore we may simply make the assump-

tion on R := Rc.
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7.2 Sieving

Our application of the large sieve is largely the same as in [Kha17]. One key difference

is that we are no longer analysing a multiplicative function on OF , but rather one

on ideals of OF . It is natural to replace with a multiplicative function on the adeles.

We are unaware of previous applications of sieve theory to adelic functions, however

the sieving process is very nicely adapted to this setting due to the conditions placed

at each prime separately. Once the actual sieving procedure is underway, it is almost

identical to Section 9 of [Kha17].

The method is to use the large sieve of Kowalski [Kow08], and split the sum on

the left into different regions depending on the prime factorisation of Q(x, y). In the

language of Kowalski, we give the set up of the prime sieve below.

Let r = ∩ν∤∞rνΛν ⊂ K be a proper fractional Λ-ideal, b ⊂ OF an integral OF -

ideal, and x0 ∈ r. Consider a map

Q : x0 + br →
∏
ν∤∞

OFν

such that each component of the map can be written as a quadratic polynomial after

choosing an OFν -basis of brν . For our application, we will use the map of the form

Q(x)ν =
Nm(x)− y

Nm(r)ν

for some fixed y ∈ Nm(r). It is clear that we can reduce the map Q modulo any ideal

of OF , to get a map

Qa : x0 + br/abr → OF/a.

Fundamentally, the sieving process depends only of the maps Qa which is why the

adelic process is so similar to the rational process. The sieve setting is as follows

(note that it depends on the Λ-ideal r ⊂ K and z > 0, however as far as possible the

sieve bounds derived from this setting will show transparently how they depend on

this data).

• The sieve setting is

Ψ = (x0 + br,ΣF , (ρp : br → (br/brp))p∈ΣF
) .

For convenience, from now on we write Fp(r) := (r/rp) in parallel with the

standard notation OF/p =: Fp, however Fp(r) doesn’t come with a naturally

defined field structure.
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• The siftable set is

Υ = (E ∩ (x0 + br), µdisc, incl.)

where E =
{
(xν)ν|∞ :

∑
ν |xν |2 ≤ R2

}
is the ellipsoid with bounded 2-norm.

• The prime sieve support is

L∗ = {p ∈ ΣF : Np ≤ z} ,

where z ∈ R>0 is yet to be specified.

• The sieving sets are

Ωp = {x0 + x+ rbp ∈ rb/rbp : Qp(x) = 0} .

• The sifted sets are therefore

S(E ∩ (x0 + rb),Ω;L∗) = {x ∈ E ∩ (x0 + br) : Qp(x) ̸= 0,∀p ∈ L∗} .

• Finally, we take our sieve support to be

L = {square free ideals I ⊂ OF : NI ≤ z} .

From here on in this section, unless otherwise stated, ideal means square-free

ideal.

That is, the large sieve will give us estimate for the number of points x ∈ E ∩(x0+br)

such that Nm(r)−1(Nm(x) − y) is z-rough (all its prime factors have norm least z).

This bound will be in terms of the large sieve constant ∆. A priori, the sieve constant

depends on x0 + br, but not on Q, since the only dependence on Q is via the sieving

sets, which do not effect the large sieve constant. First we need some more definitions.

Definition 7.2.1. For any ideal a ⊂ OF , define ρQ(a) to be the number of solution

to the equation Qa(x) = 0 (recall, Qa is a function on br/abr).

For any prime power pk let ρ̃Q(p
k) denote the number of solutions to Qpk(x) = 0

which have either 0 or Np lifts to solutions over br/pk+1br. Extend this to a multi-

plicative function on ideals of OF .

Definition 7.2.2. Let A ≥ 1, B, ϵ > 0. We say that a multiplicative function f :∏
ν∤∞ OFν → R is of class M (A,B, ϵ) if it is non-negative and for any x = (xν)ν

f(x) ≤ min
(
AΩ(x), B(Nx)ϵ

)
.

Here Ω(x) =
∑

ν vν(xν) denotes the number of prime factors of n counted with mul-

tiplicity, and Nx =
∏

ν Np
vν(xν)
ν is the norm.
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Assumption 7.2.3. Assume that there exists an η, θ > 0 such that for some constant

C > 0, and any I ⊂ OF with NmI2 ≤ vol(E )
covol(r)

and y ∈ r,∣∣∣∣|E ∩ (y + Ir)| − vol(E )

covol(Ir)

∣∣∣∣ ≤ C
(
NmI2

)−θ
(

vol(E )

covol(r)

)1−η

uniformly for all considered (E , r). From Section 7.1, we see that θ is the best can-

cellation of exponential sums available, and η is provided by the reduction theory of

SL2(F ) along with an assumption of a lower bound for Rc. As such, we can assume

that θ < 1.

Notation 7.2.4. From now on, let

AE ,r :=
vol(E )

covol(r)
.

This denotes the expected number of points in E ∩ r, as per the assumption above.

Applying the equidistribution bound from [Kow08, Corollary 2.13], we get that

(using the same notation that [I,J ] is the square-free ideal with support given by

the union of the supports of I and J ), provided

1 ≤ z ≤ min
(
A

1/4
E ,rNb−2,

(
Aη

E ,rNb2(θ−1)
)1/(3d+3)

)
,

the sieve constant can be bounded by

∆− |E ∩ (x0 + br)| ≤ max
NJ≤z

∑
NI≤z

∑
y∈br/[I,J ]br

|r[I,J ](y)|NI

≤ 2CNb−2θ max
NJ≤z

∑
NI≤z

NI (N [I,J ])2−2θ A1−η
E ,r

≤ 2CNb−2θz2A1−η
E ,r

∑
NI≤z

NI3

≪ 2CNb−2θz3d+3A1−η
E ,r ≤ 2CAE ,br,

where we have used the basis of characters for the finite groups (OF/ [I,J ])2 and the

remainder term is defined by

rI(y) = |E ∩ (x0 + y + Ibr)| − 1

NI2
|E ∩ (x0 + br)|,
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which is bounded above using the triangle inequality and Assumption 7.2.3, as follows:∣∣r[I,J ](y)
∣∣ ≤ |#(E ∩ (x0 + y + [I,J ] br))− 1

Nm([I,J ]2)
AE ,br|

+
1

Nm [I,J ]2
|#(E ∩ (x0 + br))− AE ,br|

≤ C
(
Nm [I,J ]−2θ +Nm [I,J ]−2

)
(Nb2)−θA1−η

E ,r

≤ 2CNm[I,J ]−2θ (Nb)−2θ A1−η
E ,r .

To do this, we must have the bound that N [I,J ]2Nb2 ≤ AE ,r, which would follow

from the assumption that

z4 ≤ AE ,rNb−2.

Using Assumption 7.2.3, we get that ∆ ≪C AE ,br.

We can now apply Kowalski’s large sieve inequality:

Proposition 7.2.5. If

1 ≤ z ≤ min
(
A

1/4
E ,rNb−2,

(
Aη

E ,rNb2(θ−1)
)1/(3d+3)

)
,

then

S := |S(E ∩ (x0 + br),Ω;L∗)| ≪C AE ,br

∏
Np≤z

(
1− |Ωp|

Np2

)
.

Proof. The large sieve inequality [Kow08, Proposition 2.3] shows that

|S(E ∩ r,Ω;L∗)| ≤ ∆H−1

where

H =
∑
I∈L

∏
p|I

|Ωp|
Np2 − |Ωp|

.

Recall that L consists of the square-free integral ideals of OF with norm ≤ z. Here,

we are assuming that Ωp ̸= F2
p, however if it did for some such p then the result would

be trivial. We bound H as follows:∏
p|I

|Ωp|
Np2 − |Ωp|

≤
∏
p|I

(|Ωp| /Np)

Np
=

1

NI
∏
p|I

|Ωp|
Np

.

The quantity in the final product is the natural extension of the function p 7→ |Ωp| /Np

to the squarefree ideals, and we can assume a completely multiplicative extension of
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this function to all ideals. Let us call this multiplicative function g(I). Then we are

left with giving an upper bound for ∑
I∈L

g(I)
NI

.

The function g(I) is bounded above on primes by 2 since the Schwartz-Zippel lemma

implies that |Ωp| ≤ 2Np.

By [Kha17, Lemma 9.8], which generalises directly to the number field situation,

we get

H ≫
∏
Np≤z

(
1− |Ωp|

Np2

)−1

which ends the proof.

This proposition, as well as a number of corollaries and auxiliary results are used

to prove Theorem 7.2.11. We will describe these adjustments below.

Lemma 7.2.6. We can extend the range of Prop 7.2.5 to any power of A(E ) if we

allow the constant to depend on that exponent. Let ς0 > 0 which will determine the

possible range for z. Suppose that for some ϵ > 0,

min
(
A

1/4
E ,rNb−1/2,

(
Aη

E ,r, Nb2(θ−1)
)1/(3d+3)

)
≥ Aϵ

E ,r.

Then, for any 1 ≤ z ≤ (AE ,r)
ς0,

S ≪C,ς0,ϵ AE ,br

∏
Np≤z

(
1− |Ωp|

Np2

)
Proof. If z ≤ Aϵ

E ,r, then Prop 7.2.5 applies. Apply the proposition to z0 = Aϵ
E ,r to get

S ≪C AE ,br

∏
Np≤z0

(
1− |Ωp|

Np2

)
.

It suffices to give an upper bound for

T =
∏

z0<Np<A
ς0
E ,r

(
1− |Ωp|

Np2

)−1

.

Following [Nai92, Lemma 2(i)], we note that up to a uniform additive constant,

log T = −
∑

log

(
1− |Ωp|

Np2

)
≤ 2

∑
z0<Np<A

ς0
E ,r

1

Np
+O(1)

= 2
(
log logAς0

E ,r − log logAϵ
E ,r

)
+O(1)

= 2 log
ς0
ϵ
+O(1)
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The growth of the harmonic sums here are by the same growth for Q and the Cheb-

otarev Density Theorem, since only the totally split primes contribute significantly

to the harmonic sum and these have density 1
[F :Q]

.

Lemma 7.2.7. We can insert a congruence condition on the value of Q(x). Pick an

ideal a ⊂ OF (not necessarily square-free), and define

Sa := |{x ∈ S(E ∩ r,Ω;L∗
a) : Q(x) ∈ af , gcd(a, Q(x)/a) = 1}|

S ′
a := |{x ∈ S(E ∩ r,Ω;L∗

a) : Q(x) ∈ af}|

Here L∗
a is the prime sieve support L∗

a = {p ∈ ΣF : Np ≤ z, (a, p) = 1}. Suppose that

Na2 ≤ A
min(1/2, η

2(1−θ))
E ,r ,

and there exists a positive constant ς > 0 such that

1 ≤ z ≤ Aς
E ,r.

Then

Sa ≪C,η,θ,ς
AE ,rρ̃Q(a)

N(a)2

∏
Np≤z,p∤a

(
1− |Ωp|

Np2

)
,

S ′
a ≪C,η,θ,ς

AE ,rρQ(a)

N(a)2

∏
Np≤z,p∤a

(
1− |Ωp|

Np2

)
.

Proof. Assume there is no p ∤ a with Np ≤ z and Q ≡ 0 (mod p) otherwise the

statement is trivial.

Consider a possible solution x0 ∈ r/ar such that Q(x0)p ∈ ap, ∀p. Choose uni-

formisers aν ∈ OFν at each place, then we can consider the form

Q0 : x0 + ar −→
∏
ν∤∞

OFν

x 7−→ (a−1
ν Q(x)ν)ν ,

To apply Lemma 7.2.6, we need to check that the conditions of the lemma hold for

Q0. They are satisfied with ϵ = η
2(3d+3)

uniformly independent of r, Q, C. Applying

the lemma, and using the fact that for p ∤ a, the value |Ωp| is independent of a, we

get that the contribution, Sa(x), to Sa coming from the residue class of x is bounded

above by

Sa(x) ≪C,δ,ς
AE ,r

Na2

∏
Np≤z,p∤a

(
1− |Ωp|

Np2

)
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Now we simply need to determine how many such residue classes contribute. Of

course, Q(x0) ∈ a implies that the point (x0) is one of the ρQ(a) solutions modulo a.

This proves the result for S ′
a.

For Sa, the fact that ∀pk||a, pk||Q(x) implies that p ∤ Q0. Therefore, the point

(x0, y0)p ∈
(
O/pk

)2
does not have Np2-lifts, so contributes to ρ̃Q(p

k). The result

follows.

In the above result, we can include any prime factor p|a such that |Ωp| ̸= Np2

in the product at the expense of multiplying by θQ(a) which is the value of the

multiplicative function defined by

θQ(p
k) =

{
1 + 2

ρQ(p)

Np2
, if p ∤ Q

1, o/w
.

This is a simple computation we refer to [Kha19a]. Also, the next three Lemmas are

proven exactly as Lemmas 9.20, 9.21 and 9.23.

Lemma 7.2.8. Suppose that there are C > 0, 1 ≥ r > 0 satisfying ρ̃Q(p
k) ≤

CNpk(2−r) for all prime powers pk. Let f be a non-negative multiplicative func-

tion on integral ideals of OF such that the induced function on
∏

ν∤∞ OFν is of class

M (A,B, ϵ). Then for any z ≥ 1,∑
Na≤z

ρ̃Q(a)f(a)

Na2
θQ(a) ≪B,C,r,ϵ

∑
Na≤z

ρ̃Q(a)f(a)

Na2.

Lemma 7.2.9. Let C, r, f be as above. Then for any α, s > 0, z > 1 and (r −
ϵ) log(z)/(2s) ≥ κ > 0,∑

zα≤Na≤z
Np+(a)≤z1/s

ρ̃Q(a)f(a)

Na2
≪κ,A,B,ϵ,C,r e

−sακ
∑
Na≤z

ρ̃Q(a)f(a)

Na2
.

Lemma 7.2.10. Let C, r be as above. Then for any β > 0 and 1 ≥ α ≥ 0,∑
zα≤Na≤z

Np+(a)≤log z log log z

ρ̃Q(a)

Na2
≪C,α,β z

−rα+β.

With these in place, we can now prove Theorem 7.2.11.

Theorem 7.2.11. Suppose that there are C > 0, 1 ≥ r > 0 satisfying ρ̃Q(p
k) ≤

CNpk(2−r) for all prime powers pk. Let X ≥ 1 be a constant satisfying

max {NQ(x) : x ∈ E ∩ r} ≤ X ≤ Aδ
E ,r
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for some δ > 0.

Let f be a non-negative multiplicative function on integral ideals of OF of class

M (A,B, ϵ) for some A ≥ 1, B > 0 and 0 < ϵ < min {r, ηr/(4δ)}. Then∑
x∈E∩r

f(Q(x)) ≪ A(E )
∏

Np≤X,p∤Q

(
1− ρQ(p)

p2

) ∑
Na≤X

f(a)ρ̃Q(a)

a2

where the implicit constant depends only on C,A,B, ϵ, δ.

Proof. Let Z = (A(E ))η/3. For any element (x, y) ∈ E ∩O2
F , we decompose the ideal

(Q(x, y)) ⊂ OF into prime ideals. If we take the norm of this, we get a decomposition

into rational primes,

NQ(x, y) = pe11 ...p
el
l .

As in the rational case, we split this up into a product ab with a = pe11 ...p
ej
j chosen

such that a ≤ Z but ap
ej+1

j+1 > Z. Correspondingly, we get a decomposition

(Q(x, y)) = ab

of ideals in OF with Na = a,Nb = b. Let q ∈ N denote the minimum norm of a

prime divisor of b. We will treat here just the leading term contribution towards the

bound of Theorem 7.2.11. This corresponds to the points

R1 =
{
(x, y) ∈ E ∩ O2

F : q ≥ Z1/2
}

We wish to compute ∑
(x,y)∈R1

f(Q(x, y)).

Note that since a, b are coprime, f(Q(x, y)) = f(a)f(b). Also, Z
1
2
Ω(b) ≤ Nb ≤ X ≤

A(E )δ, and so Ω(b) ≪ 1 and by the definition of f ∈ M (A,B, ϵ), f(b) ≪ 1. Therefore∑
R1

f(Q(x, y)) ≪
∑
Na≤Z

f(a)Sa

(here, we are using a in the same capacity as b was used in Lemma 7.2.7, since now

we are considering the case of E ∩ O2
F ). By Lemma 7.2.7 applied with the data

(a, b, z, δ, η, ς) =
(
OF , a, Z

1/2, η/3, η, η/6
)
,

we get∑
R1

f(Q(x, y)) ≪ A(E )
∏

deg(Q)<Np≤Z1/2

p|Q

(
1− |Ωp|

Np2

) ∑
Na≤Z

ρ̃Q(a)f(a)

Na2
θQ(a)

The sums over R2, R3, R4 are left out as they are again similar to [Kha19a] Theorem

9.7.
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Chapter 8

Final Proofs

In this short final chapter, we finally bring together the components of the previous

chapters. The method at this point is exactly as in the papers of Khayutin ([Kha17]

and [Kha19b]), so we may be brief.

8.1 Kuga-Sato Case

Since the Mixing Conjecture (Theorem 2.6.5 modelled on Conjecture 2 of [MV06]) is

the main focus of this thesis, here we will simply sketch how to combine the results of

the previous chapters to deduce a Kuga-Sato equidistribution result (Theorem 2.6.4)

over totally real fields.

We apply Theorem 3.6.1 via a contradiction. The ergodic decomposition in this

theorem is understood in the Kuga-Sato case using Theorem 3.3.9, which says that

the ergodic decomposition will consist of algebraic measures on the subsets of the

form [P(A)+ξ] or [G(A)+ξ]. To deduce invariance under P(A)+, we need to rule out

the second type. Therefore, we assume by contradiction, that we can find a compact

subset CM consisting of measures of the second form (in particular, we can set I to

simply be the singleton {hGsc(a)}).
To contradict the conclusion of Theorem 3.6.1, we must uniformly bound the

correlations between the toral measures µi and the measures λ associated to [G(A)+ξ],
in the sense of Theorem 3.6.1 (note that the Theorem guarantees that no such A, ϵ > 0

can exist).

To bound this correlation, we apply Proposition 6.1.3 which gives the geometric

expansion of the correlation as

Corr(µi, ν)
[
B(−n,n)

]
=

∑
0 ̸=v∈T (F )\V (F )
κ∈G(Q)\G(Q)+

ROv,κ
(
B(−n,n)

)
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where

ROv,κ(B
(−n,n)) =

∫
G(A)+×T

1(h,y)−1B(−n,n)(l,x)(g
−1κt, g−1v)d(g, t).

We may unfold this summation and integral, and use an invariant map similar to the

one constructed in Definition 6.1.12 (see Section 5 of [Kha19b]), to get a count of the

number of integral ideals of E with bounded norm, which lie in the principal genus

and the subgroup defined by T and are divisible by Pn.

Finally, such a count of ideals can be expressed as the Mellin transform of a Hecke

L-function via Perron’s formula. These Hecke L-functions are in fact L-functions of

GL2 modular forms by constructing the associated θ-function, and the bound on the

correlation required for Theorem 3.6.1 follows from the subconvex bound of Duke,

Friedlander and Iwaniec ([DFI02]). In particular, the achieved bound is that

Corr(µi, λ)[B
(−n,n)] ≤ A exp

6n
∑

αν∈Φ+
Lyp

αν(a)

 .

By the leafwise computation of the entropy of the Haar measure (see Proposition

3.5.1) on G, we see that ha(λ) ≤ −2
∑

αν∈Φ+
Lyp

αν(a), and so Theorem 3.6.1 applies to

show that no diagonal measures contribute to the ergodic decomposition. Therefore

µ is P(A)+-invariant, proving Theorem 2.6.4.

8.2 The Mixing Conjecture

In this section, we prove mixing for quaternion algebras over totally real fields. We

first need a Proposition from [Kha17] (Proposition 10.15 of that paper, which is

proven via Section 10.3).

Proposition 8.2.1. Assume the following

1. C > 0 satisfies
L′(1, χE)

L(1, χE)
≤ C log |DE|,

2. For χj running over the characters of A×
E that are trivial on T (all of which are

quadratic), ∑
j:χj ̸=1

L(1, χj) ≪ L(1, χE) log |DE|.
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3. There exists η > 0 such that

R := min
a⊂Λ
[a]=[s]

Na ≥ |DΛ|
1

2(2d+1)
+η,

and Assumption 7.1.1 holds (giving bounds for the Gauss sums of equation

(7.3)), i.e. there is a θ > 0 such that

|Gw,a,I,r| ≤ (NI2)1−θ.

Then there is a continuous function c : G(A) → R>0 depending on the conductor of

Λ such that the quantity

2[F :Q]
∑

a∈cs−1Λ̂
|aν |ν≤28|sν |−1

ν eηρ
υP2n|(Nm(a)−ζ)(Nms)c−2DΛ/F

(f0 · r0)
(
(Nm(a)− ζ)(Nms)c−2DΛ/F

υP2n

)
,

of Proposition 6.1.22 is bounded above by

c(ctr(ξ))

√
|DE|

(
L(1, χE) + |DE|−ϵ0+o(1)

)
[T(A) : T ]NP2n

.

Recall from the discussion following Corollary 7.1.7 that the assumption given for

R implies the same assumption for each Rc for c ∈ ClF .

Proof. The proof of this Proposition is exactly as in Section 10.3 of [Kha17], by

applying the sieve result of Theorem 7.2.11 to the sum in Proposition 6.1.22, except

for a few minor changes which we will indicate now. Firstly, the necessary claims on

quadratic forms are contained in Appendix B. Any variation of substance appears in

the proof of Proposition 10.14.

The proof of Proposition 10.14 in [Kha17] proceeds via estimation of the quantity∑
Na≤A|D|

gcd(Na,m)=1

f(a)

Na
.

The product over primes preceding this logarithmic sum in the statement of Proposi-

tion 10.14 of loc. cit. is uniformly bounded (except for varying the conductor fΛ) by

(log |D|)−1. Also the congruence condition in the logarithmic sum only contributes

terms bounded in terms of the conductor, and so we can ignore it. Recall that f

counts the number of integral ideals of Λ whose class lies in the subgroup T of the
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class group, with norm a. The sum is computed via Perron’s formula applied to the

Dirichlet series

LT (s) = [T(A) : T ]−1
∑
j

L(χj, s),

where χj runs over the characters of A×
E vanishing on T . Let ζE(s) = L(s, χE)ζF (s)

be the decomposition of the trivial character on E into two characters on F . We get

that

[T(A) : T ]LT (s) =
L(1, χE)

s− 1
+

L(χE, 1)γF + L′(1, χE) +
∑

j:χj ̸=1

L(1, χj)

+O(s−1).

Perron’s formula tells us that for c > 0,∑ f(a)

Na
φ

(
Na

A|D|

)
=

1

2πi

∫ c+i∞

c−i∞
LT (s+ 1) (Mφ(s)(A|D|)s) ds,

where φ : [0,∞) → [0,∞) is a smooth function (approximating the indicator func-

tion 1[0,1]) as described in [Kha17] (Proposition 10.14) and M denotes the Mellin

transform. Therefore,

[T(A) : T ]
∑ f(a)

Na
≤

 ∑
j:χj ̸=1

L(1, χj) + L(1, χE)

(
log(A|D|) + γF +

L′(1, χE)

L(1, χE)
+

∫ ∞

1

φ(x)

x
dx

)
+

1

2π

∑
j

∫ ∞

−∞

|L(1/2 + it, χj)|
(A|D|)1/2

|Mφ(−1/2 + it)|dt

We then require any strength of subconvexity result

|L(1/2 + it, χj)| ≪ |D|1/2−ϵ0+o(1)|1/2 + it|B,

which is given by Theorem 6 of [MV06]. Along with the assumptions of the Proposi-

tion on
∑

χj ̸=1 L(1, χj), we deduce the result as required.

We now combine this Proposition with previous results to deduce our main result.

Before we do this, for reference we list here all of our set-up and assumptions once

more.

We have a quaternion algebra B defined over a totally real field, F , (with [F :

Q] = d) from which we defined the algebraic group G = PB× of projective units in

the quaternion algebra, and we take a finite set, S, of finite places of Q such that F

is completely split at all places of S, B split at all places above S, and |S|d > 1. We

have fixed a maximal compact torus K∞ < G(F∞). We have a sequence of F -algebra
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embeddings Ei → B of quadratic CM extensions Ei/F into B, which induce maximal

rank anisotropic tori Ti < G. For each torus Ti, we have gi ∈ G(AF ), si ∈ Ti(AF ),

and a finite index subgroup Ti < Ti(AF ). To these, we associate the homogeneous

joint toral set

[Ti(gi, sigi)] ⊂ (G(F ) \G(AF ))
2 .

We assume these are K∞-invariant, in the sense that g−1
i Ti(F∞)gi = K∞.

We can associate to these toral sets an order Λi ⊂ Ei with discriminant Di and

conductor fi, as in 2.3.1. We assume the following conditions on the subgroup T :

1. Ti = Ti(F∞)
∏

ν Ti,ν splits as a product over the places of F . In addition, assume

that Ti,ν = Ti(Fν) at all places ν where B is ramified.

2. Ti corresponds to a subgroup of the class group

Ti(F ) \ Ti(A∞
F )/(Ti(A∞

F ) ∩ gi,fKfg
−1
i,f )

(which is related to the class group of the order Λi constructed in 2.3.1). In

particular Ti(F )
(
Ti(A∞

F ) ∩ gi,fKfg
−1
i,f

)
< Ti.

3. Ti contains the intersection Ti(AF )∩G(AF )
+ = im(B(1)(AF ) → G(AF )), where

B(1) is the algebraic group of norm 1 elements of B.

4. Ti is preserved by the Galois action of Gal (E/F ).

To such a homogeneous toral set we associated, in Definition 2.5.2, a discrimi-

nant, disc([Ti(gi)]) =
∏

p disc([Ti,p(gi,p)]), which by Proposition 2.5.3 is essentially the

discriminant, Di, of the associated order Λi.

We write (PB× × PB×) (AF )
+ for the image of

(
B(1) ×B(1)

)
(AF ) under the nat-

ural projection map (see Definition 3.3.7 and Proposition 3.3.8 which shows that this

notation agree with the unipotents definition).

Also, we defined

Ri = min
a⊂Λi
[a]=[si]

Na,

and Gauss sums Gw,a,I,r as in equation (7.3) of Section 7.1.

Theorem 8.2.2. Let µi be a sequence of probability measures on [(PB× × PB×)(AF )]

associated to homogeneous joint toral sets [Ti(gi, sigi)]. Assume the following

1. The discriminants |Di| → ∞, and the tori Ti are split at places above S.
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2. The local discriminants at S are uniformly bounded, i.e.

∀p ∈ S, discp([Tigi]) ≪ 1

3. The conductors are bounded

fi ≪ 1

4. There exists C > 0 satisfying

L′(1, χEi
)

L(1, χEi
)
≤ C log |DEi

|,

5. For χ
(i)
j running over the characters of A×

Ei
that are trivial on Ti (all of which

are quadratic), ∑
j:χ

(i)
j ̸=1

L(1, χ
(i)
j ) ≪ L(1, χEi

) log |DEi
|, as i→ ∞.

6. There exists η > 0 such that

Ri ≥ |Di|
1

2(2d+1)
+η,

and θ > 0 such that

|Gw,a,I,r| ≤ (NI2)1−θ.

Then any weak-* limit of the sequence {µi} is (PB× × PB×)(AF )
+-invariant.

Proof. Firstly, by applying Proposition 3.6.3 using the assumption of bounded dis-

criminants at the places p ∈ S, we may assume that the measures µi are in fact

A+-invariant. Let µ be some weak-* limit of the sequence µi. We now wish to apply

Theorem 3.6.1 which says that over a positive measure (using the measure from the

ergodic decomposition of µ) compact subset of M, the space of A+-invariant and er-

godic probability measures, there can be no upper bound on the correlation of µi with

an algebraic measure in that subset stronger than that determined by the entropy .

The ergodic decomposition in this case is determined by Theorem 3.3.13, with inter-

mediate measures as in Proposition 3.4.5 (strictness of the limit and G(A)+-invariance
of the projections is simply the statement of single equidistribution, see e.g. Theorem

4.6 of [Ein+07]).

Suppose (aiming for a contradiction) that a non-trivial part of the ergodic decom-

position of µ is from algebraic measures supported on sets of the form
[
G∆(A)+ξ

]
.
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That is, we take a compact subset CM consisting of these measures with P(CM) > 0.

Theorem 3.6.1 tells us that for regular a ∈ A+, there can then be no bound on the

correlations Corr(µi, ν)[B
(−n,n)] stronger than e−2nhGsc (a). We will, however, construct

such a bound.

By the assumption that |Di| → ∞, we see thatRi → ∞ and therefore Assumption

6.1.5 required for Lemma 6.1.6 holds for i≫ 1 (which removes the non-stable parts of

the geometric expansion, i.e. those with non-compact stabilisers), so the expansion of

Theorem 6.1.21 is valid. Therefore, to deduce a stronger bound on the correlation, we

require that the sum in Proposition 6.1.22 is bounded by c(ctr(ξ))vol([T g])e−ϵnhGsc (a)

for some ϵ > 0.

The sum over multiplicative functions of Proposition 6.1.22 is handled in Propo-

sition 8.2.1 using the analytic input of Section 7. Inputting this into the geometric

expansion of Theorem 6.1.21 we deduce that, for ctr(ξ) in the compact subset CM,

Corr(µi, ν)[B
(−n,n)] ≪F,CM e−4nhGsc (a)

√
|DEi

|
(
L(1, χEi

) + |DEi
|−ϵ0+o(1)

)
[Ti(A) : Ti]vol([Tigi])

.

Here we have used that by Lemma 4.2.3, the G∆(A)-volume term of Theorem 6.1.21 is

bounded for ctr(ξ) ∈ CM. Finally, we apply the toral volume computation of Lemma

4.2.1, noting that under our assumptions on T , the inertia fL(Ti) = [Ti(AF ) : Ti]
−1,

to deduce that

Corr(µi, ν)
[
B(−n,n)

]
≤ Ce−4nhGsc (a) + o(1) as i→ ∞.

Thus we have the stronger bound on the decay of the correlation than is allowed under

Theorem 3.6.1. Consequently, no algebraic measures can contribute to the ergodic

decomposition of µ other than those of the form [(G×G) (A)+ξ], and we finally arrive

at the desired result, that µ is invariant under (G×G) (A)+.
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Appendix A

Principal Genus Theory

This appendix works through the totally real case of principal genus theory in ana-

logue with Appendix A of [Kha19a]. When the proofs are identical, we do not write

them out.

Let Λ be an OF -order in a CM field K over a totally real field F . There is a short

exact sequence

1 → Pic(Λ)/Pic(Λ)2
Nm−−→ F× \ A×

F/F
≫0
∞

∏
ν∤∞

NrΛ×
ν

χK−−→ {±1} → 1

where χK is the adelic character attached to K/F by class field theory, and F≫0
∞ is

the set of totally positive elements of F×
∞.

For Λν ≤ OKν , either

• Λν = OKν and so Λ×
ν = O×

Kν
. In this case, NmΛ×

ν is equal to O×
Fν

when

K/F is unramified, and is equal to an index 2 subgroup otherwise. When the

characteristic is prime to 2, the only index 2 subgroup is NmΛ×
ν = NmO×

Kν
=(

O×
Fν

)2
. If the characteristic is equal to 2 and Kν/Fν is ramified, there are

22
[Fν :Q2] − 1 possible subgroups; or

• Λν = OFν + fνOKν , and Λ×
ν = O×

Fν
+ fνOKν for a non-trivial ideal fν ⊂ OFν . In

this case, the options for the norm group are

– If the characteristic is prime to 2, then

NrΛ×
ν = (O×

F,ν)
2

– If the characteristic is equal to 2, then[
O×

F,ν : NmΛ×
ν

]
divides 2[Fν :Q2].
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Lemma A.1.

#Pic(Λ)[2]|2[F :Q]+µtame+1h+F

where µtame is the number of places not dividing 2 where Λ ramifies, i.e. those dividing

the relative different dΛ/F .

Proof. By the short exact sequence above, we get that

#Pic(Λ)[2] = 2h+F

∣∣∣∣∣∣
∏
ν∤∞

O×
Fν
/

∏
ν∤∞

O×
Fν

 ∩

F×F≫0
∞

∏
ν∤∞

NrΛ×
ν

∣∣∣∣∣∣
Therefore,

#Pic(Λ)[2] divides 2h+F
∏
ν∤∞

∣∣O×
Fν
/NrΛ×

ν

∣∣
and the result follows.

Proposition A.2. There is a cohomological interpretation of Pic(Λ)[2]. In fact

Pic(Λ)[2] = Pic(Λ)G and

hF
2

∏
ν∤∞

|H1(G,Λ×
ν )| ≤ |Pic(Λ)[2]| ≤ 2[F :Q]hF

∏
ν∤∞

|H1(G,Λ×
ν )|.

Proof. Consider

1 Λ× K× P(Λ) 1

1
∏

ν∤∞ Λ×
ν

∏′

ν∤∞K×
ν J (Λ) 1

Taking G = Gal(K/F )-cohomology,

1 O×
F F× P(Λ)G H1(G,Λ×) 1

1
∏

ν∤∞ O×
Fν

∏′

ν∤∞ F×
ν J (Λ)G

∏
ν∤∞H1(G,Λ×

ν ) 1

The last terms are trivial due to Hilbert 90. This becomes

1 P(OF ) P(Λ)G H1(G,Λ×) 1

1 J (OF ) J (Λ)G
∏

ν∤∞H1(G,Λ×
ν ) 1

f
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Now the proof differs from the rational case. The snake lemma tells us that there is

an exact sequence

1 → ker(f) → ClF → J (Λ)G/P(Λ)G → coker(f) → 1

To compute the quotient in this sequence, we use the long exact sequence

1 → J (Λ)G/P(Λ)G → Pic(Λ)G → H1(G,P(Λ))

The right hand term has size at most 2[F :Q] since we have

1 → H1(G,P(Λ)) → O×
F /NmΛ× → F×/NmK×

and the middle term injects into O×
F /(O

×
F )

2 which has size 2[F :Q]. Therefore

2−[F :Q]
∣∣Pic(Λ)G∣∣ ≤ ∣∣J (Λ)G/P(Λ)G

∣∣ ≤ ∣∣Pic(Λ)G∣∣ .
Thus we see that∏

ν∤∞

H1(G,Λ×
ν ) =

|H1(G,Λ×)|
∣∣J (Λ)G/P(Λ)G

∣∣
hF

≤ 2

hF
|Pic(Λ)[2]| .

The fact that |H1(G,Λ×)| ≤ 2 comes from the simple injection

H1(G,Λ×) ↪→ µΛ/µ
2
Λ.

We can compute the local terms in the product
∏

ν∤∞H1(G,Λ×
ν ) as follows - the

proof being the same as Lemma A.14 in [Kha19a].

Proposition A.3. If ν is coprime to the discriminant of Λ over OF ,

H1(G,Λ×
ν ) = 1

Otherwise, if ν is coprime to 2,

H1(G,Λ×
ν )

∼= Z/2Z,

with the non-trivial class being represented by −1 ∈ Λ×
ν . Finally, if ν|2 and divides

the discriminant,

#H1(G,Λ×
ν )
∣∣2[Fν :Q2]
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Appendix B

Binary Quadratic Forms over Local
Fields

For the analysis of the correlation, we need an understanding of binary quadratic

forms over the local completions of the totally real field. In this section only, let F

denote an arbitrary non-archimedean local field of mixed characteristic (0, p). First,

we give a classification of binary quadratic forms over F , and then the possible OF -

lattices.

Let q be an integral primitive binary quadratic form on O2
F ⊂ F 2 = V . Say

q(x, y) = αx2 + βxy + γy2,

then we associate to q the discriminant Dq := β2 − 4αγ ∈ (OF \ {0}) /(O×
F )

2.1

By completing the square, we can choose a basis of V (not necessarily of O2
F ) such

that

q(x, y) = α1x
2 + α2y

2.

Then Dq ≡ −4α1α2(F
×)2 ∈ F×/(F×)2, and we associate the Hasse symbol

Sq =

(
α1,−1

F

)(
α2,−Dq

F

)
where

(
α,β
F

)
is the Hilbert symbol which evaluates to 1 if the equation αξ2 + βη2 = 1

is solvable in F , and to -1 otherwise.

We also consider a non-homogeneous integral binary quadratic of the form

Q(x, y) = q(x, y)− λDQ

for λ ∈ OF . If we just consider equivalence over F (not over OF ), the

1Note our convention is the ‘two’s out’ convention, where we suppose the quadratic form is
integral rather than the underlying bilinear form.
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Proposition B.0.1 ( [OMe63], §63C). The isomorphism classes of (non-degenerate)

quadratic forms are determined by their discriminant and Hasse invariant. Further-

more, every such pair (D(F×)×, S) ∈ F×/(F×)2 × {±1} can be realised with the

exception of
(
1,−

(−1,−1
F

))
.

Recall also that we have defined

ρQ(p
k) = #

{
(x, y) ∈

(
OF/p

k
)2

: Q(x, y) ≡ 0 (mod pk)
}

And ρ̃Q to be the same where we only count points with less that Np2 lifts modulo

pk+1 (i.e. exactly Np lifts, or none).

B.1 Residue Characteristic Prime to 2

In this section, we cover the necessary results for non-dyadic local fields. Throughout,

we assume p ̸= 2.

Proposition B.1.1 ( [OMe63], §92). Every binary quadratic form on O2
F with q(O2

F )OF =

OF and discriminant Dq ∈ OF \ {0}, is equivalent to one of the form

q(x, y) = αx2 + βy2, α ∈ O×
F , β ∈ OF ,−4αβ = Dq.

Furthermore,

• If Dq ∈ O×
F then in fact this is equivalent to q(x, y) = x2 − 1

4
Dqy

2. The equiv-

alence classes of such lattices are determined by Dq ∈
(
O×

F /(O
×
F )

2
)
, which has

size 2.

• If Dq ∈ p, the equivalent class of lattices of this form is determined precisely by

(α, β) ∈
(
O×

F /(O
×
F )

2
)
×
(
(p \ {0}) /(O×

F )
2
)
.

Proposition B.1.2. Let r = ordp(Dq) and s = ordp(λ). Then if r = s = 0,

ρQ(p
k) = Npk−1

(
Np−

(
Dq

p

))
.

If r = 0, s ≥ 0, k ≤ s,

ρQ(p
k) =

⌈
k

2

⌉
Npk−1

(
1−

(
Dq

p

))
+Np2⌊k/2⌋.

If r = 0, s ≥ 0, k > s,

ρQ(p
k) =

(
1 +

⌊s
2

⌋)
Npk−1

(
1−

(
Dq

p

))
+Npk

(
1− 1

Np

)
δs≡0 mod 2.
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If k ≤ r,

ρQ(p
k) = Npk+⌊k/2⌋.

If k > r, s = 0, r ≡ 0 mod 2,

ρQ(p
k) = Npk+r/2−1

(
Np−

(
Dq/π

r
p

p

))
.

If k > r, s = 0, r ≡ 1 mod 2 and
(

λ
p

)
=
(

α
p

)
,

ρQ(p
k) = 2Npk+(r−1)/2.

If k > r, s = 0, r ≡ 1 mod 2 and
(

λ
p

)
= −

(
α
p

)
,

ρQ(p
k) = 0.

If k > r, s > 0, k ≤ r + s,

ρQ(p
k) = Npk+⌈r/2⌉−1

((⌈
k − r

2

⌉
− (r mod 2)

)(
1−

(
Dq/π

r
p

p

))
+Np(k−r)−2⌈(k−r)/2⌉

)
.

If k > r + s, s > 0,

ρQ(p
k) = Npk+⌈r/2⌉−1

((
1 +

⌊s
2

⌋
− (r mod 2)

)(
1−

(
Dq/π

r
p

p

))
+

(
1− 1

Np

)
δs≡0 mod 2

)
.

Proof. This is proven exactly as in Appendix B of [Kha17] since in this case we have

a diagonal representation of the same form as over Q. The proof of the formulae for

r = 0 depend only on the non-singularity of q overOF/p not any sort of representation

(and so they will continue to hold for non-singular forms over dyadic fields, as in the

next section).

Corollary B.1.3. For any (odd) prime power pk,

ρQ(p
k) ≤ 3Np(3/2)k.

Corollary B.1.4. If r = 0,

ρ̃Q(p
k) = ρQ(p

k).

If r > 0, k ≤ r,

ρ̃Q(p
k) = Npk+⌊k/2⌋

(
1− 1

Np

)
δk≡0 mod 2.

If k > r > 0, s = 0,

ρ̃Q(p
k) = ρQ(p

k)

(
1− 1

Np

)
.

Proposition B.8 of [Kha17] also holds verbatim for this case (in particular note that

that Proposition is only for primes not dividing 2) since we have the same diagonal

representation.
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B.2 Residue Characteristic 2

Recall F has mixed characteristic (0, p). Suppose now that p = 2.

Proposition B.2.1. Suppose that p = 2 and q(O2
F )OF = OF . Then either

1. q is equivalent to a form ax2 + xy + by2, in which case 2 ∤ Dq; or

2. q is equivalent to a diagonal form ux2 + vy2 where we may assume u ∈ O×
F . In

this case Dq = −4uv is divisible by p.

Proof. See the classification of [OMe63, §93]. The first case corresponds to a single

factor in the Jordan splitting, and the second case corresponds to two 1-dimensional

factors in the Jordan splitting.

In the first case, the prime p is regular, and so if p ∤ λ,

ρQ(p
k) = ρ̃Q(p

k) = Npk−1

(
Np−

(
Dq

p

))
,

and the formulae of Proposition B.1.2 for r = 0 continue to hold. Therefore

ρQ(p
k) ≤ 5Np(3/2)k.

In the diagonal case, let ρ1Q be the count of solutions not congruent to (0, 0) modulo

p. We see that if p ∤ v, the solutions not congruent to (0, 0) modulo p lift by Hensel’s

Lemma for k > 2vp(2), so

ρ1Q(p
k+1) = Npρ1Q(p

k)

By using the trivial bound ρ1Q(p
2vp(2)+1) ≤ Np2(2vp(2)+1), we get that in general (when

p ∤ v),
ρ1Q(p

k) ≤ Np2vp(2)+1Npk =
(
22[F :Q2]Np

)
Npk.

Now, the same recurrence relations as the proof of Lemmas B.4 and B.5 of [Kha17]

proves that

ρQ(p
k) ≤ Npk+⌈r/2⌉

(
min

(⌈
k − r

2

⌉
, 1 +

⌊s
2

⌋)
22[F :Q2]Np+ 1

)
.

Therefore,

ρQ(p
k) ≤ 22[F :Q2]+2Np(3/2)k,

as required.
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